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Abstract
Introduction The M1 segment of the middle cerebral artery
(MCA) is of great importance to neurosurgery and interven-
tional radiology. The purpose of this study was to describe the
M1 segment in three dimensions based on shape projection
using magnetic resonance angiography (MRA).
Methods A three-view method was established and used in
the retrospective analysis of 717 M1 segments derived from
3D-TOF MRA images. In this method, the M1 segment was
first projected on three orthogonal planes (axial, coronary, and
sagittal plane); the courses of the projected vessels were
classified as line-shape, C-shape, or S-shape on each orthog-
onal plane; and then the actual parameters, including internal
diameter and so on, were measured on the projected images.
The shape classifications and the measured parameters were
efficient methods of describing the M1 segment. Twelve
geometric models of the vessels were reconstructed and were
compared with those from an actual validation method.
Results The 3D shape of the M1 segment in the 3D orthogo-
nal views was not uniform. Only 17.3 % M1 segments were
straight, 43.5 % followed plane curves, and nearly 40 % were

tortuous in 3D space. The probability distributions of shape
classifications changed with age. The proportion of the tortu-
ous vessels increased with age. We also showed that the three-
view method is effective with a volume relative error of less
than 13 %.
Conclusion The three-view method is convenient for describ-
ing the 3D morphology, including the shape information, of
the M1 segment. It is a potential method for planning and
predicting risk in neurosurgery/neurointervention.
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Introduction

TheM1 segment of the middle cerebral artery (MCA) plays an
important role in cerebral blood supply. It commonly suffers
from pathological conditions such as stroke, and nearly one
quarter of intracranial atherosclerosis cases are found at the
M1 segment [1, 2]. Because the M1 segment is of great
importance to neurosurgery and interventional radiology
[3–5] and information about its shape is also important for
the assessment of the success of endovascular therapy in
stroke patients, this study focused on the shape analysis of
the M1 segment of the MCA.

The M1 segment is the first segment of the MCA and
courses posterior and parallel to the sphenoid bone [6]. Nu-
merous anterolateral, central, lateral, and lenticulostriate arter-
ies, irrigating basal ganglia and insula, are fed by the M1
segment [7]. The surgical anatomy of the M1 segment of the
MCA has been studied by Rhoton, Yasargil [8], Lasjaunias
[9], and others [6, 10]. The morphology of the M1 segment is
usually described with anatomical terminology. In neuroradi-
ology, the M1 segment is defined as the proximal segment of
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the middle cerebral artery arising from the internal carotid
artery to the first main division of the MCA [11], which
follows a nearly parallel course [12]. With the development
of medical imaging, vascular morphology could be studied in
detail in a large number of cases [13, 14]. Recently, individual
differences in the M1 segment’s morphology have been a
target for investigation. The division patterns and early corti-
cal branches have been studied, and the main anatomical
features have been reported [15]. However, these anatomical
descriptions of the vessel are not enough for the planning and
the prediction of risk in neurosurgery; quantitative analysis in
three dimensions is preferred.

Some mathematical descriptions have been incorporated in
the morphometry of vessels [16–19]; length, internal diameter,
direction cosines, deviation index (DI), and tortuous index
(TI) [20] have been used for the description of cerebral ves-
sels. Though DI and TI can objectively describe the sinuosity
and tortuosity of vessels, the shape information has thus far
been neglected. There is well-documented evidence that the
morphology of blood vessels, especially the shape, has a
major impact on hemodynamics and consequently in the
development of vascular diseases [21, 22]. For example, vas-
cular plaques often arise in regions with low and oscillatory
shear forces [23]. The course of the M1 segment does not
always follow a straight line, as it may also take an undulating
C- or S-shaped route [24]. Numerical simulations of blood
flow have revealed that the camber of a C-shape will affect the
flow patterns and wall shear stress (WSS) and that the S-shape
will create swirling flow to eliminate low WSS zones [25].
Perhaps, the shape of theM1 segment has some relationship to
blood vessel pathology. The 3D shape of the M1 segment is
also an important factor that may affect endovascular proce-
dures and may have direct relevance in selecting a suitable
treatment strategy [26]. It has been reported that the shape of
some cerebral vessels may change with age [27].

The purpose of this study is to provide a new method to
describe the shape of the MCA M1 segment qualitatively and
quantitatively in three dimensions, which may assist in diag-
nosis and risk prediction.

Materials and methods

Subjects

We retrospectively analyzed the clinical and imaging data of
419 subjects, 254 males, and 165 females aged 8 to 93 years
old (mean 59.5 years old), whose basal cranial arteries were
examined by magnetic resonance angiography (MRA) in
Peking University Third Hospital between January 2012 and
December 2012. No participants in this study had a reported
history of cerebrovascular disease or clearly vascular pathol-
ogy such as aneurysms or hemorrhage. All data were collected

from the patient records and critically reviewed. Rare anatom-
ical variants as duplicate origin [34], fenestrations [35], and
early bifurcation [36] of the M1 segment were not included in
this study. The study was approved by the Medical Ethics
Committee of Peking University Third Hospital. Excluding
clearly visible vascular pathologies and anatomical variations,
717 M1 segments were used for the retrospective analysis.

MRA technique

MRA was performed using a 3.0-T clinical MR system
(MAGNETOM TRIO TIM; Siemens, Erlangen, Germany).
The standard 3D-TOF MRA protocol was used with maxi-
mum intensity projection (MIP) reconstruction. A HD eight-
channel high-resolution array coil was used. Parameters for
the imaging sequence were as follows: TR=22 ms, TE=
3.9 ms, flip angle α=15°, effective section thickness of
1.2 mm, and field of view of 220×165 mm. All MRA images
obtained were imported into a PACS system (GE).

The three-view method

All 3D spatial structures can be described by projections onto
three orthogonal views, and their spatial structure can also be
reconstructed by orthogonal projection-views [31]. The three-
view method was established based on the above principle.
The M1 segment was described by shape classifications and
measured parameters in three orthogonal views: axial, coro-
nary, and sagittal planes.

There are four steps to describe a M1 segment by the three-
view method (Fig. 1a). First, a coordinate system was defined
in 3D space with the x-axis pointing to the participant’s left
side, the y-axis pointing towards the abdomen, and the z-axis
pointing towards the feet. The origin of the coordinate system
was assigned as the origin of the M1 segment connecting with
the anterior cerebral artery. For some cases without an anterior
cerebral artery, the origin of the coordinate system was mir-
rored from the contralateral vessel origin of the M1 segment.
Second, the MIP images of the M1 segment were placed
according to the defined 3D coordinate system. The MIP
images required the head to be positioned on top in the
coronary view and the abdomen on top in the axial view.
Third, with the vessel projections on the MIP images, the
curve shapes of theM1 segment on the three orthogonal views
were described as three shape types: the line-, C-, and S-
shapes. Last, some parameters were measured on each MIP
image according to the shape type of the vessel projection, and
then the quantitative function of the vessel projection could be
determined (introduced in the following section in detail). To
describe the shape of the M1 segment in 3D space, the shape-
type descriptions from the three views must be combined. The
shape types of each view were permuted through the axial,
coronary, and sagittal views in turn, and thus, 27 shape
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classifications were formed. For example, the shape classifi-
cation LSC means the shape type of the vessel in the axial
view is the line-shape type, with the S-shape type in the
coronary view and the C-shape type in the sagittal view. In
this three-view method, the M1 segment was described by its
shape classifications and quantitative projection functions. If
we only consider the shape combinations of the M1 segment
and neglect the permuting order of each projection view, the
morphology of the M1 segment could be divided into ten
spatial shape groups. This means that the LLC morphology
(that is, L in the axial view, L in the coronary view, and C in
the sagittal view) is similar to the LCL morphology (that is, L
in the axial view, C in the coronary view, and L in the sagittal
view), as the vessel looks like a line in two orthogonal views
and a C-curve in the last orthogonal view for these two shape
classifications. Some shape classifications with similar mor-
phology were combined into one group, forming ten groups in
total.

The quantitative description of the M1 segment was based
on standard curve functions and the measurement of the
feature points on the vessel projections. The functions for

the projected vessel varied according to the projection plane
and the shape classifications. For instance, the “line-shape”
vessel projection in the axial plane could be represented by a
line equation, as y=tan γ ·x. The “C-shape” vessel projection
and the “S-shape” vessel projection were represented by cubic
curves and quartic curves, respectively. Generally speaking, a
cubic interpolation and modified cubic interpolation could
describe most C-shape-projected vessels effectively. For some
S-shape projected vessels, Runge’s phenomenon of polyno-
mial interpolation was obvious. The problem could be solved
using spline interpolation instead of polynomial interpolation.
More characteristic points, for example, the midpoint of the
arch, could be used as additional feature points to improve the
quality of interpolation. Detailed function descriptions can be
found in the “Appendix.”

The quantitative description of vessel projection

The parameters in the projection functions were determined
by the measurements of the feature points in the projection
plane. The parameters to be measured vary according to the

Fig. 1 The schemes of the three-
view method and its validation. a
The scheme of the description and
reconstruction of the M1 seg-
ment. b The scheme shows how
the 3D model was obtained,
which was used to validate the
reconstruction from the three-
view method
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shape type (Fig. 2). For line-shape vessel projections, the
length L and the rotation angle γ must be measured. For C-
shape vessel projections, the length LC, h1, L1, and the rotation
angle γ must be measured. The maximum distance between
the skeletal line of the projected vessel and the baseline was
defined as h1. The point marking this maximum distance is a
feature point. The projected distance of this point from the
origin on the baseline was defined as L1. An S-shape vessel
projection can be regarded as the combination of two C-shape
parts, so two lengths, two projected distances, two heights,
and the rotation angle γmust be measured. The rotation angle
is the angle from the horizontal axis to the baseline that
connects the origin and terminal of the projected M1 segment.
The rotation angles from each view were used to describe the
directions on the projection plane and do not affect the shape
classification. Moreover, the internal diameter was measured
at the proximal, middle, and distal parts of the M1 segment
separately in the axial and coronary planes. All the MIP
images were analyzed by two clinicians of interventional
radiology and vascular surgery to confirm their shapes and
characteristic parameters.

Model reconstruction and validation

The three-view method could be used to reconstruct the geo-
metric 3D model of the vessel. The spatial skeletal line of the
M1 segment could be reconstructed by solving the simulta-
neous equations of all the quantitative projection functions

(Fig. 1a). For example, the projection function on the axial
plane is y=f1(x); the projection function on the coronary plane
is z=f2(x); and the projection function on the sagittal plane is
z=f3(y). The 3D skeletal line of M1 could be described as a
spatial function f3D(x,y,z)=0, which could be determined by
solving the simultaneous equations y=f1(x), z=f2(x) and z=
f3(y). In most cases, the function of the 3D skeletal line could
be determined only with the simultaneous equations y=f1(x)
and z=f2(x) because some spatial structures, which do not
overlap on the projection view, can be represented and recon-
structed by two orthogonal views [31]. With the 3D skeletal
line and the information about the internal diameter, the 3D
solid geometric model of the M1 segment could be obtained
by solid-lofting reconstruction on any solid model platform.

To validate the quantitative shape description of the three-
view method, 12 M1 segment vessels were sampled from the
typical shape classifications at random and were used to
reconstruct the 3D geometric model. The 3D models recon-
structed using the three-view method were compared with the
3D model from Mimics (Materialise, Belgium), which is the
software that is used to segment 3D medical images and to
produce highly accurate 3D models of the patient’s anatomy
(Fig. 1b). The agreement of 3D models was first assessed by
two clinicians and then using Solidworks software (Dassault
Systemes, France). The 3D models produced by the different
methods were overlapped in 3D space, and the volume differ-
ence was calculated. The agreement was then quantified by
relative volume error.

Fig. 2 Schematic diagram of
how M1 segment vessel
parameters were measured. a The
characteristic parameters of a
“line-shape” vessel projection. b
The characteristic parameters of a
“C-shape” vessel projection. c
The characteristic parameters of
an “S-shape” vessel projection
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Results

The MRA image data of 419 participants, totaling 838 M1
segments, were retrospectively reviewed. Excluding early
bifurcation (26 cases), duplicate origin (5 cases), occlusion
(13 cases), and stenosis (77 cases), 717 M1 segments were
used in this study. In 2,151 MIP images of 717 M1 segments,
the vessel projection ofM1 segments could all be described as
three shape types: line-shape, C-shape, and S-shape (Fig. 3).
No M1 segment was found with an acute angle, such as a “V-
shape,” with extreme tortuosity, or in other complex shapes,
such as an “M-shape.” Moreover, the percentages of each
shape type were not uniform. In all M1 segment projections
from the 2,151 MIP images, there were 821 projections that
could be described as a line-shape type, 928 projections as a
C-shape type, and 402 projections as an S-shape type. The
rates of the three shape types and the individual probabilities
for each shape in the three orthogonal views are indicated in
Table 1. The most probable shape of the M1 segment’s pro-
jection was the C-shape, which had a slightly higher propor-
tion than that of the line-shape. The S-shape appeared less
than the C-shape and the line-shape (Table 1). There were no
significant differences in the probability of appearing on each

projection view for the line-shape type or the C-shape type,
but for the S-shape type, the probability of appearing on the
coronary plane was relatively higher than on the other two
projection planes.

The shapes of the vessel projection on the three views were
not independent. The shape classifications (the permutation of
shape type in the axial, coronary, and sagittal views) of the 717
M1 segments are listed in Table 2. There were 27 different
shape classifications in the 3D orthogonal description of the
M1 segment, but only 25 of these were found in the 717 cases
because there was no case for some shape classifications.
Some morphology had a very low probability of arising, for
example, P[axial=S, coronary=S, sagittal=L]<0.003, while
some morphology had a very high probability of being de-
tected (such as “CCC” and “LLL” permutations, whose ap-
pearance probabilities were over 0.15).

The proportion of the different spatial shape groups of the
M1 segment is illustrated in Fig. 4. The LLL pattern on the top
of the legend is for when the vessel looks like a straight line,
an occurrence that had a proportion of 17 %. Other shapes are
not straight in space but are curved from some viewpoints.
Sometimes, M1 segments lay on a certain plane, and some-
times, they were tortuous in space. If a vessel looks like a line
from only one or two orthogonal views, such as CLL and
LCC, the vessel is in a curved pattern, and it is a plane curve,
which lies in a single plane. Otherwise, if a vessel does not
look like a line from any view, such as CCC, the vessel may be
a spatial curve. It was found that about 60.8 % of M1 segment
vessels were plane curves (including curves and straight lines)
and that nearly 40 % of M1 segment vessels were tortuous in
space, i.e., they were spatial curves with a greater tortuosity
than plane curves. For vessels tortuous in space, S-tortuosity
appeared more frequently.

The proportions of each spatial shape group in all age
groups were compared. It was found that the degree of tortu-
osity changed with age. Five major spatial groups were se-
lected from the ten groups, whose proportions in all subjects
were larger than 10%. The changes of the proportion for these
five shape groups are shown in a stacked area chart (Fig. 5).
These five major shape groups covered over 70 % of the
samples in every age group. The top spatial shape group
(including SCS, SSC, and CSS), which is shown by the light

Fig. 3 MIP images of MRA coronary slabs with M1 segment in (a) line-
shape, (b) C-shape, and (c) S-shape

Table 1 The statistics of the shape type of the M1 segment in each
projection view

Shape types Count (all) Rate (%) Probability on each projection view

Axial Coronary Sagittal

Line-shape 821 38.17 0.4351 0.3347 0.3752

C-shape 928 43.14 0.4561 0.3919 0.4463

S-shape 402 18.69 0.1088 0.2734 0.1785
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blue bar, was the group with the greatest tortuosity in these
five groups. The bottom spatial shape group (LLL), which is
shown by the deep blue bar, was the group with the least
tortuosity. It can be seen that the proportion of the spatial
shape group, LLL, decreased with age, while the proportion
of the greatest tortuous shape group (SCS, SSC, and CSS)
increased with age. Additionally, the proportion of the shape
group CCC increased with age and then decreased slightly. No
obvious trend was seen in other shape groups.

Besides the qualitative shape analysis, the feature parame-
ters of the projected vessels were measured on axial and
coronary MIP images, including the internal diameter of the
M1 segment (Table 3). With measured feature parameters, the
projection functions were used to fit the projected skeletal line
of theM1 segment and to reconstruct the geometric 3Dmodel.

In validation, 12 M1 segments were reconstructed by the
three-view method and compared with the standard models
derived from Mimics. Though the rough surface of the vessel

was neglected, the reconstructed 3D geometric models were
consistent with the models from Mimics. The relative error of
this method was 10.81±2.78 %. The measurements and the
reconstructions of two typical cases are shown in Figs. 6 and
7, including the description of the C-shape type, the line-shape
type, and S-shape type.

Discussion

The M1 segment is of great clinical importance, and there is a
variety of literature reporting its features [15, 17]. Zurada et al.
[17] analyzed the 3D morphology of the M1 segment using
angiographic computed tomography. They measured and cal-
culated the internal diameter, length, volume, tortuosity index
(TI), and deviation index (DI) of the M1 segment using the
vascular skeleton processed by a 3D volume-rendering algo-
rithm. Although TI and DI are very useful in describing the
tortuosity of the vessel, the information about the vascular
shape is also important for clinics, especially during
neurointerventional procedures. Thus, this study focused on
the shape information of the M1 segment. The MIP images
from the clinic were used in the three-view method, so it is
convenient for clinicians to describe the shape of the M1
segment quantitatively.

In our study, M1 segment images were taken using 3D-
TOF MRA from over 400 participants. Except for visible
vascular pathology and variations, which were not considered
in our study, 717 M1 segments (including left M1 and right
M1 segments) were described by the three-view method.
Though there are noticeable differences between individuals,
all M1 segments could be described as line-, S- or C-shapes
from orthogonal views. Abnormal shape patterns had been

Table 2 The rate of the shape classifications of the M1 segments in the three-view method

Shape classificationsa Count Rate (%) Shape classification Count Rate (%)

LLL 124 17.29 CCS 11 1.53

LLC 16 2.23 CSL 4 0.56

LLS 3 0.42 CSC 31 4.32

LCL 33 4.60 CSS 61 8.51

LCC 61 8.51 SLL 10 1.39

LCS 9 1.26 SLC 2 0.28

LSL 14 1.95 SLS 0 0.00

LSC 34 4.74 SCL 4 0.56

LSS 18 2.51 SCC 20 2.79

CLL 61 8.51 SCS 8 1.12

CLC 24 3.35 SSL 2 0.28

CLS 0 0.00 SSC 14 1.95

CCL 17 2.37 SSS 18 2.51

CCC 118 16.46

a The permutation of shape type on axial, coronary and sagittal planes, where L stands for line shape, C for C shape, and S for S shape

17%

15%

14%
4%7%

3%

16%

9%

12%
3%

[axial, coronary, sagittal]

LLL

LLC,LCL,CLL

CCL,CLC,LCC

LLS,LSL,SLL

LCS,LSC,CSL,CLS,SLC,SCL

SSL,SLS,LSS

CCC

CCS,CSC,SCC

SSC,SCS,CSS

SSS

Fig. 4 The proportion of the spatial shape groups classified from shape
classifications for their similar morphology. The spatial shape groups are
listed according to the degree of tortuosity in space
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considered such as V-shape and M-shape, which would be
difficult to describe by a line-, C-, or S- shape type; fortunate-
ly, no M1 segment was found with such abnormal shapes.
This study focused on the trunk shape description of the M1
segment, including the changes in caliber. Though the
branches are also parts of the shape description, endovascular
procedures are rarely performed in the branches, so only the
trunk shape of the M1 segment was considered.

The M1 segment often appears to be straight and is called
the horizontal segment of the vessel, but the linear pattern is
not present in all cases. The vascular morphology varies. From
the data we observed, only 17.29 % of the M1 segments were
straight. Many M1 segments were noticeably bent in 3D
space, though some of them may look like a line from one
viewpoint. The course patterns of M1 segments may also

appear with C-shape or S-shape patterns. The three-view
method may help us to classify them accordingly.

In this study, the changes in proportion for each shape
group were found. The proportion of the spatial shape group
LLL was higher in younger participants than that in elderly
participants, while the proportion of the more tortuous spatial
shape group was higher in elderly participants than that in
younger participants. We suppose that the degree of tortuosity
of the M1 segment increases with age because the proportion
of straight vessels decreases with age and the proportion of the
most tortuous vessels increases with age. The spatial shape
group CCC has medium tortuosity. The results that the pro-
portion of shape group CCC decreased slightly after 70, could
be explained by an increase in more tortuous vessels such as
SCS shape classification which enhanced with age. As for

age 0-
20

age
21-30

age
31-40

age
41-50

age
51-60

age
61-70

age
71-80

age
81-

SCS,SSC,CSS 0% 5% 5% 7% 10% 14% 16% 17%

CCC 0% 9% 8% 21% 17% 19% 16% 13%

CCL,CLC,LCC 10% 11% 20% 11% 15% 13% 15% 17%

LLC,LCL,CLL 20% 25% 10% 16% 17% 14% 13% 20%

LLL 40% 25% 28% 21% 17% 14% 15% 7%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%Fig. 5 Changes in proportion for
the five major spatial shape
groups across different age
groups. The area of each colored
bar displays the trend of the
proportion of these five shape
groups over the age groups. The
shape groups are listed according
to the degree of tortuosity

Table 3 The measurement of the internal diameter at the proximal, middle, and distal parts of the M1 segment (mean±SD)

(mm) Left Right

From transection plane From coronal plane From transection plane From coronal plane

Proximal part 2.89±0.26 2.97±0.24 2.90±0.22 2.94±0.24

Middle part 2.85±0.26 2.94±0.23 2.86±0.23 2.91±0.23

Distal part 2.82±0.24 2.93±0.27 2.85±0.23 2.91±0.24
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Fig. 6 The validation of the
three-view method for one case. a
Measurement on axial MIP im-
age. b Measurement on coronary
MIP images. c The axial view of
the geometric model from
Mimics. d The coronary view of
the geometric model from
Mimics. e The axial view of the
reconstructed model from the
three-view method. f The coro-
nary view of the reconstructed
model from the three-view
method

Fig. 7 The validation of the
three-view method for another
case. a Measurement on axial
MIP image. b Measurement on
coronary MIP images. c The axial
view of the geometric model from
Mimics. d The coronary view of
the geometric model from
Mimics. e The axial view of the
reconstructed model from the
three-view method. f The coro-
nary view of the reconstructed
model from the three-view
method
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other shape groups, they are also in the middle tortuosity level.
The increased number of participants was similar to the de-
creased number in these groups with age. Thus, no obvious
changes were found in these groups.

The tortuosity of the vessel is important for endovascular
procedures. Mori et al. [32] has used the length, the angulated
lesions, and other characteristics to describe the intracranial
artery stenosis. The clinical success rate and the cumulative
risks have relationships with the morphology of the vessel,
especially tortuosity. For Mori’s type A group, with short and
nonangulated lesions, the clinical success rate was 92 %, and
the cumulative risk was 8 %. For the type C group, with long
and extremely angulated (>90°) lesions with excessive tortu-
osity of the proximal segment, the clinical success rate was
33 %, and the cumulative risk was 87 %. Quantitative shape
analysis could depict the tortuosity of the vessel in detail, so
the shape analysis is significant for successful endovascular
recanalization procedures. Thus, in this paper, we studied a
method for the shape analysis, which could quantitatively
describe the spatial shape of the vessel.

Compared with existing methods that also describe vascu-
lar morphology [17, 33, 15], the three-view method focused
on the shape analysis of the M1 segment, could produce the
quantitative 3D description of the M1 segment, and could be
used to reconstruct the 3D model. Therefore, this method may
establish a bridge between anatomic shape analysis and com-
putational fluid analysis. The geometric vessel model, which
is the basis of analyzing flow patterns and wall shear stress
distribution, could be easily modified by adjusting the param-
eters derived from the three-view method. Thus, the three-
viewmethod can provide an approach to study the relationship
between morphology and blood flow characteristics and can
be used to assist in diagnosis and risk prediction. Although
different degrees of tortuosity have been detected in this study,
whether the tortuosity of the M1 segment has a relationship
with cerebrovascular diseases is not clear. Further researchwill
address the shape classification of M1 segments in patholog-
ical change, and computational fluid analysis will be per-
formed to compare vessels of different degrees of tortuosity.

Conclusion

A detailed knowledge of 3D quantitative descriptions of the
M1 segment is important when planning neurosurgical proce-
dures and predicting risk. A three-view method, concerning
shape information, was established to describe the M1 seg-
ment of the middle cerebral artery. The spatial shape of theM1
segment could be qualitatively described by shape classifica-
tions on three orthogonal planes. With the measurements of
feature point and standard functions, the M1 segment can be
quantitatively described and reconstructed. The probability
distribution for the shape of the M1 segment was reported.
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Appendix

It is clear that the projection functions can be discussed in
normal form by spinning the coordinate axis with a rotation
angle γ and the final function y=f(x) can be obtained by
rotation transform, as shown in Eq. (1).

x
y

� �
¼ cosγ sinγ

−sinγ cosγ

� �
x⌢

y⌢

� �
ð1Þ

The functions for C-shape vessel projections

The C-shape vessel projection was represented by cubic
curves. For the C-shape, the parameter α was the quotient of
L1 and LC, which was used to describe the relative deviation of
the arch peak. The parameter β was the quotient of h1 and LC,
which described the deviation on the project image. When α
was less than 2/3 but greater than 1/3, the skeletal line of the
vascular projection could be interpolated by a cubic curve as
shown in Eq. (4), where x is the distance along the baseline
from the origin.

α ¼ L1=LC ð2Þ

β ¼ h1=LC ð3Þ

gC x⌢ð Þ ¼ ax⌢3 þ bx⌢2 þ cx⌢þ d
1

3
< α <

2

3 ð4Þ

a ¼ 1−2αð Þβ
L2Cα

2 −1þ αð Þ2

b ¼ −1þ 3α2ð Þβ
LC −1þ αð Þ2α2

c ¼ 2−3αð Þβ
−1þ αð Þ2α

d ¼ 0

8>>>>>>>>><
>>>>>>>>>:

ð5Þ
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If α is greater than 2/3 or less than 1/3, the skeletal
line should be described using a piecewise cubic curve.
Fitting a single cubic polynomial to the irregular vessel
was sometimes likely to yield unsatisfactory oscillating

behavior in the interpolation, so piecewise polynomial
interpolation was used to solve this problem. The po-
sition of the unsatisfactory zero-crossing was termed
L*.

if α <
1

3
gC x_ð Þ ¼ ax⌢3 þ bx⌢2 þ cxþ d 0 < x⌢ < L1

gC x_ð Þ ¼ a
x⌢−L1

� �
L�

LC−L1

0
@

1
A

3

þ b
x⌢−L1

� �
L�

LC−L1

0
@

1
A

2

þ c
x⌢−L1

� �
L�

LC−L1
þ d L1 < x⌢ < LC

8>>><
>>>:

ð6Þ

if α >
2

3

gC x_ð Þ ¼ a
x_ −L1

� �
L�

LC−L1

0
@

1
A

3

þ b
x_ −L1

� �
L�

LC−L1

0
@

1
A

2

þ c
x_ −L1

� �
L�

LC−L1
þ d 0 < x_< L1

gC x_ð Þ ¼ ax_
3 þ b x_

2

þ cx_ þ d
L1 < x_< LC

8>>>><
>>>>:

ð7Þ

ð7Þ

The functions for S-shape vessel projections

The S-shape vascular projection could be divided into two
parts where the curve crosses the baseline, leaving two C-
shaped curves. The function of the skeletal line in an S-shaped
projection is a piecewise function gS. The first part of the
skeletal line could be treated as a C-shaped curve.

α1 ¼ L11=LS1 ð8Þ

β1 ¼ h11=LS1 ð9Þ

gS ¼ gS−1 0 < x_< LS1

gS−2 LS1≤ x_< LS

(
ð10Þ

With α1, β1, and the function gS-1 forming the first part of
an S-shaped skeletal line, the first derivative of the S-midpoint
could be calculated. Then, the second part could be fitted by a
quartic curve:

α2 ¼ L21
LS−LS1

¼ L21
LS2

ð11Þ

β2 ¼
h21

LS−LS1
¼ h21

LS2
ð12Þ

τmid−s ¼ −1þ 3α1ð Þβ1

−1þ α1ð Þα2
1

ð13Þ

gS−2 xð Þ ¼ a2 x_ −LS1
� �4

þ b2 x_ −LS1
� �3

þ c2 x_ −LS1
� �2

þ d2 x_ −LS1
� �

þ e2 ð14Þ

a2 ¼
β3
2 −2τmid−sα2

2 þ τmid−sα3
2 þ α2 τmid−s−3β2ð Þ þ 2β2

� 	
h321 −1þ α2ð Þ2α3

2

b2 ¼ −
β2
2 τmid−sα2−3τmid−sα3

2 þ 2τmid−sα4
2 þ 2β2−4α2

2β2

� 	
h221 −1þ α2ð Þ2α3

2

c2 ¼
3τmid−sα2

2−τmid−sα4
2−2α2 τmid−s−2β2ð Þ−3β2

� 	
β2

h21 α2−1ð Þ2α2
2

d2 ¼ τmid−s
e2 ¼ 0

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð15Þ
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a  b  s  t  r  a  c  t

The  difference  of tumor  metabolism  from  that  of  normal  tissue  is an  important  factor  for  diagnosis
through  functional  imaging  such  as positron  emission  tomography  (PET).  A quantitative  description  of
the  metabolic  process  will  help  to  improve  the  diagnosis  methods.  In this  study,  the metabolism  of tumor
in  lung  was  quantitatively  described  in  mice.  The  melanoma  was  transplanted  into  the lung  of mice,  and
the  metabolism  of the  transplanted  tumor  was detected  by micro  PET/CT  with  [18F]fluoro-2-deoxy-d-
glucose  (FDG).  Nine  mice  were  transplanted  with  B16  melanoma  cells  through  their  tail  vein. Lung  tumor
was  detected  by  pathological  method.  The  lesions  smaller  than  1 mm  could  hardly  be directly  detected
directly  by  micro  PET/CT,  while  the  tumor  with  a 1–4 mm  diameter  could  be detected  by micro  PET/CT.  A
ynamic scan metabolic  model  with  three  compartments  was  separately  established  for lung  tumors  and  normal  lung
tissues.  In  this model,  the lung  cancer  had  a significantly  higher  metabolic  rate  constant  as  compared
to  that  of  the normal  lung  tissue  (p  = 0.01).  The  outputs  of the  model  fit  well  with  the  original  curve
from  the dynamic  images.  It  is also  found  that  difference  of tissue  activity  between  tumors  and  normal
lung  tissues  varied  along  scan  time.  Through  this  comparison,  it was  suggested  that  the  difference  in
metabolism  between  the  lung  tissue  and  the tumor  might  contribute  to the  tumor  diagnosis.

©  2013  IPEM.  Published  by Elsevier  Ltd.  All  rights  reserved.
. Introduction

Malignant tumor is one of the great threats to human health.
arly detection and early treatment is the key to reduce the mor-
ality from malignant tumors. The distinction between cancer and
ormal tissue is the base of an early detection. For example, the
ifference of glucose metabolism between the cancer and normal
issue is the basic principle of cancer detection by Positron emis-
ion tomography (PET) with [18F]fluoro-2-deoxy-d-glucose (FDG)
1,2]. To develop a technique for tumor detection, it is important to
nderstand the metabolic character of different tissues and cancers.
herefore quantitative metabolic models have been established for
nd cancer [3] as well as normal tissue [4,5].
In the process for the development of methods and techniques
or tumor detection and therapy, small animals, such as mice, have
een widely used [6,7]. These animals could also be used to assess

∗ Corresponding author. Tel.: +86 10 82339490.
E-mail address: deyuli@buaa.edu.cn (D. Li).

350-4533/$ – see front matter © 2013 IPEM. Published by Elsevier Ltd. All rights reserve
ttp://dx.doi.org/10.1016/j.medengphy.2013.11.012
the treatment effects through imaging and semi-quantitative anal-
ysis [8,9]. Although many tumor models have been used in small
animals for biomedical research and PET imaging [10,11], a quanti-
tative metabolic study is lacking for small animal. In this study, we
quantitatively investigated the tumor metabolism in mice. Unlike
the existing kinetic analysis for subcutaneous tumors [12], we  stud-
ied a transplanted tumor in lung by micro PET/CT imaging in mice.

The study of tumor metabolism in mice could be of great impor-
tance in order to develop tumor PET detection. There are two ways
to increase the sensitivity and specificity of the PET detection,
including: finding specific tracer [13], and proposing optimized
scan scheme according to the metabolic distinction of focus [14].
Some previous studies have already shown the potential usefulness
of dynamic PET in detection [15], due to an increased metabolic dis-
tinction that can be achieved in dynamic imaging as compared to
the static imaging [16]. To optimize the scanning scheme of the

dynamic imaging, the development of a metabolic model in small
animals is necessary. In this effort, quantitative metabolic models
were separately established for lung tumors as well as normal lung
tissues, and their distinction was further discussed.

d.

dx.doi.org/10.1016/j.medengphy.2013.11.012
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cells. No obvious abnormal tissues were detected in the micro
PET/CT images as shown in Fig. 2. However, small tumors could be
H. Qiao et al. / Medical Engine

. Materials and methods

.1. Experimental model

All procedures were reviewed and approved by Peking Univer-
ity’s Animal Care and Use Committee. Nine 6–8-week-age c57
ice were obtained from the Peking University Laboratory Ani-
al  Centre. They were housed in conventional cages, and were

iven free access to food and water. Of those, 9 mice (4 males and
 females) were injected through their tail veins with 0.2 ml  of cul-
ured B16 melanoma cells at the concentration of 5 × 106 cell/ml.
hese nine mice were divided into two groups, including: group A
ith three mice (1 male and 2 females), and group B with six mice

3 males and 3 females). The three mice of group A were scanned by
icro PET/CT and were then sacrificed in 21 days after the injection

n order to confirm the tumor in lung. The six mice in the group B
ere scanned by micro PET/CT in 28 days after the injection in order

o establish a metabolic model. Upon sacrifice, the lungs were col-
ected for pathologic evaluation to confirm the existence and the
pproximate position of the tumor. Tumors were detected in the
ung of all these nine animals specifically in the liver for one case.

.2. In vivo scanning

All the animals had a 10 h fasting before scanning. For in vivo
canning, mice were anesthetized with 1% isoflurane inhalation
17]. Each mouse was fixed on the scan bed in the prone position
ith all legs fully extended. The dynamic FDG-PET scans were per-

ormed on each mouse for one hour with Micro PET/CT (Explore
ista Micro PET/CT, GE healthcare, US), on a 6.8 cm field of view.
icro PET has a 1.2 mm spatial resolution, while Micro CT’s spa-

ial resolution is 100 �m.  For this study, the scan was performed
n a single bed covering the chest. The FDG tracer (0.2–0.4 mCi)

as then quickly injected quickly from the tail vein, followed by an
mmediate start of the PET scan [18]. In the sampling protocol, the
ynamic imaging sequences consisted of six 10-s frames, six 20-s
rames, eight 30-s frames, eight 60-s frames, seven 300-s frames,
nd one 600-s frames, totaling to 36 frames for a total scan time of
0 min.

.3. Data acquirement

Micro PET/CT merges the functional image of PET and the
natomic of CT, which has made it possible to find the relative
osition of the region of interest (ROI). Normal lung tissue, lung
umor, myocardium and left ventricular tissue could be differen-
ially detected with the dynamic micro PET/CT images. The ROI of
hese tissues was manually drawn on 3-D images. The time-activity
urve was picked up from the ROI in each frame [19]. The radioac-
ivity was calculated by averaging the entire voxel’s values within
he ROI. The blood time-activity curve (BTAC) was derived from the
OI in left ventricular tissue, and was modified based on the model
f myocardium [20,21]. The normal lung tissue time-activity curve
TTAC) was derived from the ROI of the normal lung region, which
as not closed to myocardium. The lung tumor tissue time-activity

urve (TTAC) was derived from the ROI of the highlight region,
hich was determined to be the lung tumor and was  pathological

onfirmed.

.4. Model description

The compartment model (Fig. 1) was used to describe the tumor

etabolism in mice, which has been successfully used to describe

he metabolism of human myocardium, skeletal muscle, brain and
ifferent tumors [22–24]. In this model, the left compartment
epresented the vascular space for FDG, the center compartment
Fig. 1. The three-compartment model for FDG metabolism.

represented the lung tumor tissue space for free FDG and the
right compartment represented the lung tumor tissue space for
FDG-6-phosphate (FDG-6-P) [25]. The concentrations of FDG or
FDG-6-P in the three compartments were CB, CE, and CM respec-
tively. The model parameters k1–k4 were the rate constants of
the mass exchange between compartments. For the lung tissue,
the dephosphorylation was  ignored, so the k4 rate constant was
assumed to be zero [3,26].

Since the radioactivity of 18F was  easy to detect and be converted
to FDG concentration, the time activity curve (TAC) was used to
express the FDG concentration. For example, the blood time activity
curve (BTAC) was  used as the input of the model as CB(t), which was
the FDG blood concentration. In this compartment model, CT(t), the
observed total tissue time activity curve (TTAC) in PET image can
be described as following equations:

CT(t) = CE(t) + CM(t) + f · CB(t) (1)

CT(t) = k1k2

k2 + k3
e−(k2+k3)t ⊗ CB(t) +

(
k1k3

k2 + k3
+ f

)
· CB(t) (2)

where ⊗ denoted the operation of convolution, and f demonstrated
the spillover fraction from blood to the lung.

In general, this compartment model for FDG-PET required the
measurements of both BTAC and TTAC, which were input and out-
put functions of the model. The parameters k1–k3 with spillover
fraction (f), were estimated by fitting the output function of the
model.

This three compartment model was also used to describe the
normal lung tissue metabolism.

2.5. Parameter estimation

The three compartment model was  also used to fit the clin-
ical data. With the measurements of CB(t) and CT(t) based on
the dynamic micro PET/CT images, the weighted nonlinear least-
squares algorithm was applied [27]. The model parameters were
estimated by minimizing the weighted residual sum of squares
(WRSS). where wk was the weight (the inverses of the measure-
ment error) [23], y was  the output of the model using vector p
parameters, and CT from the dynamic data.

WRSS (p) =
36∑

k=1

wk[y(tk, p) − CT(tk)]2 (3)

To validate the fitting, the WRSS, R-square and parameter
standard deviation were computed.

3. Results

Nine mice were scanned by micro PET/CT. In group A, the three
mice were scanned 21 days after the injection of the B16 melanoma
pathologically detected as shown in Fig. 3. In group B, six mice were
scanned 28 days after injection of the B16 melanoma cells, where
(one mouse died during the scan). Some highlighted regions were
detected in combined micro PET/CT images as shown in Fig. 4. After
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Fig. 2. The images of group A, where the left ventricular could be found. (a) CT image, (b) PET image and (c) fusion image.
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Fig. 4. The orthographic views of PET/CT image of a mouse with lung tumor.

Table 1
Estimated parameters of the tumor model.

k1 k2 k3 K

Subject 1 0.5303 0.0029 0.0231 0.47115
Subject 2 0.3478 0.0097 0.0218 0.2407
Subject 3 0.361 0.0055 0.0462 0.3226
Fig. 3. The pathological slice of lung tissue from one mouse in group A.

he scan, all the mice were sacrificed in order to confirm the exist-
nce of the tumor. The tumor of 1–4 mm diameter was  detected by
icroscope. One pathological slice is shown in Fig. 5.
For group B, the metabolic models were separately established

or the tumor and normal lung tissues. All the time tissue activ-
ty curves of ROI were picked up from the combined micro PET/CT
mages. For each subject, the time activity curves of the normal
ung tissue and lung tumor were picked up and were used to esti-
ate the parameters of the metabolic model. The parameters for
he lung tumor model were estimated by a nonlinear curve fitting

ethod. The average and standard deviation (SD) for k1, k2, k3, and
he net FDG phosphorylation rate (K) are presented in Table 1. The

Subject 4 0.4581 0.0054 0.029 0.3864
Subject 5 0.3976 0.0067 0.028 0.3208
Mean 0.4190 0.0060 0.0296 0.3483
SD  0.0746 0.0024 0.0097 0.0845
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Fig. 5. The pathological slice of lung tissue from one mouse in group B.
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small animal, Micro PET/CT was used. The dynamic metabolic pro-
cess was observed by PET, while CT had a higher resolution. Micro
PET/CT combined the functional and anatomic images, which pro-
vided a convenient way  to define ROI. The normal lung region was
Fig. 6. The curve fitting results for tumor in lung.

-square of 0.85 ± 0.10 demonstrated that the results of the model
ere consistent with the actual tissue time activity curves, since

 value closer to 1 was supposed to indicate a better fit. The out-
ut of this model fit well with the original curve from the dynamic

mages, as shown in Fig. 6.
The parameters for the normal lung tissue model were esti-

ated and compared with that of the tumor tissue, as shown in
able 2. To compare the difference between the tumor and normal
issues, the local pulmonary metabolic rate-constant of FDG (K) was
alculated, which presented the net FDG phosphorylation rate.
 = k1k3

k2 + k3
(4)

able 2
he comparison of the kinetic parameters between tumor and the normal lung
issue.

Tumor Lung P-value

k1 0.4190 ± 0.0746 0.2491 ± 0.0586 0.005
k2 0.0060 ± 0.0024 0.0263 ± 0.01498 0.03
k3 0.0296 ± 0.0097 0.0760 ± 0.0095 <0.005
K  0.3483 ± 0.0845 0.1756 ± 0.0695 0.01
Fig. 7. The correlation between activity in lung and that in tumor.

Although the metabolic rate-constant of FDG varied for each
subject in group B, the mean metabolic rate-constant of FDG for
tumor was 0.3483 ± 0.0845, which was  larger than of the normal
lung tissue (0.1756 ± 0.0695, p = 0.01).

For each subject, there were different activity curve trends,
besides the difference of the local pulmonary metabolic rate-
constant of FDG. The correlation between the activity in normal
lung v.s. that of tumor is shown in Fig. 7. Considering the dynamic
metabolic process, the relationship among the activity in lung,
activity in tumor and the scan time are shown in Fig. 8. Accord-
ing to the time course, the lung and tumor tissue activities and the
difference between them varied. Therefore, the dynamic difference
could also serve as a criterion for tumor diagnosis.

4. Discussion

Since the metabolism difference between the tumor and normal
tissue was an efficient detection principle, the study of metabolism
of tumor was necessary. To gather the metabolic data from the
Fig. 8. The relationship among the activity in lung, activity in tumor and the scan
time.
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efined on the basis of the CT images. On the other hand, micro
ET improved the imaging quality, which was correlated with the
natomic imaging obtained by CT scanning. Therefore, combined
icro PET/CT was used instead of micro PET alone.
In this study, mice with transplantation tumors were chosen

nstead of mice with subcutaneous tumors in order to study the
etabolism of lung tumor. Although the size and the metabolism

f tumor varied for each subject, it was found that the breeding
ime after tumor cells injection was an important factor for micro
ET/CT diagnosis. The main reason was the tumor size, such that
t was hard to find the tumor by partial volume effect, when the
umor was too small. Therefore the early diagnosis of small tumor
ill still be a problem to solve even with the use of micro PET/CT.

The analysis performed on mice time activity curve showed that
ost curves became stable at about 15 min. The model parameters
ere also estimated with the data in 20 min. The same conclusion
as reached showing that the tumor had a higher metabolic rate-

onstant of FDG as compared to that of the normal lung tissue. But
he tumor metabolic rate-constant of FDG in the short scan sched-
le is a little lower than that of the long scan schedule, which is in

ine with the report of Torizuka [3]. Since the mice heart rate was
bout 5 times higher than that of human, it was supposed that mice
hould have a higher metabolic rate, based on which the dynamic
maging could be potentially shortened.

The different radioactivity relative to the surrounding tissues
as the main criterion for PET/CT detection. In group A, the tumors
ere hard to detect in all the subjects, while the very small tumors
ere pathologically detected after animals were sacrificed. In group
, some high-lighted regions were found in the micro PET/CT

mages, which could be the potential focus of the tumor. Although
he weighted nonlinear least-squares algorithm was validated [28],
here was still some limitations of the quantitative model, such as
he model simplification and ROI selection. The overlap between
he tissues also impacted the accuracy of the quantitative model,
ased on which all the ROIs were chosen very cautiously. The over-

ap volume, such as the edge of the tumor, was not included in
he ROI. Therefore, the impacts of overlap on parameter estimation
ere reduced.

In experiments with mice, the myocardial high metabolism [29]
ffected the lung tumor detection. Unlike human, the mice have a
ery high glucose metabolism in myocardium, so the myocardium
resented as a high-light region in the micro PET/CT images. For
ome small tumors, the abnormal metabolism was  less obvious,
ue to the high light of myocardium metabolism. Therefore, some
umors in the vicinity of the myocardium were covered.

Although it could be sometimes difficult to detect small tumors
y micro PET/CT images due to their size and the myocardium
ffect, some other methods could be applied to process micro
ET/CT images [16]. According to the variations in different tissue
ime activity curves, clustering and dynamic image segmentation

ight reveal the small tumors to some extents. The quantitative
odel could be used to simulate the dynamic imaging and to

rovide the theoretical support for diagnosis method development.
herefore, this quantitative metabolic model could be important for
he further research in PET and PET/CT tumor detection area.

. Conclusion

In summary, the transplanted tumor model could be estimated
y tail vein injection in mice. The metabolic process of transplanted

umor could be detected by micro PET/CT with FDG. A mathe-

atic model was established to quantitatively describe the tumor
etabolism. The results were consistent with the tumor time activ-

ty curves from the micro PET/CT images. We  concluded that the
[

& Physics 36 (2014) 294–299

quantitative model and dynamic metabolic character might be use-
ful to improve early diagnose techniques.

Funding

This work was  supported by National Nature Science Foundation
of China (Grant Nos. 81101123, 61108084, 61227902), 111 project
and the Fundamental Research Funds for the Central Universities
of China.

Ethical approval

Not required.

Conflict of interest statement

None declared.

References

[1] Rohren EM,  Turkington TG, Coleman RE. Clinical applications of PET in oncology.
Radiology 2004;231:305–32.

[2] Higashi K, Matsunari I, Ueda Y, Ikeda R, Guo J, Oguchi M,  et al. Value of whole-
body FDG PET in management of lung cancer. Annals of Nuclear Medicine
2003;17(February):1–14.

[3] Torizuka T, Nobezawa S, Momiki S, Kasamatsu N, Kanno T, Yoshikawa E, et al.
Short dynamic FDG-PET imaging protocol for patients with lung cancer. Euro-
pean Journal of Nuclear Medicine 2000;27(October):1538–42.

[4] Cui Y, Bai J, Chen Y, Tian J. Parameter estimation for whole-body kinetic model
of  FDG metabolism. Progress in Natural Science 2006;16(November):1164–70.

[5] Hays MT,  Segall GM.  A mathematical model for the distribution of fluo-
rodeoxyglucose in humans. Journal of Nuclear Medicine 1999;40:1358–66.

[6] Chow PL, Stout DB, Komisopoulou E, Chatziioannou AF. A method of image
registration for small animal, multi-modality imaging. Physics in Medicine and
Biology 2006;51(January):379–90.

[7] de Kemp RA, Epstein FH, Catana C, Tsui BMW,  Ritman EL. Small-animal molec-
ular imaging methods. Journal of Nuclear Medicine 2010;51(May):18S–32S.

[8] Bretschi M,  Cheng C, Witt H, Dimitrakopoulou-Strauss A, Strauss LG, Semm-
ler W,  et al. Cilengitide affects tumor compartment, vascularization and
microenvironment in experimental bone metastases as shown by longitudi-
nal  F-18-FDG PET and gene expression analysis. Journal of Cancer Research
and  Clinical Oncology 2013;139(April):573–83.

[9] Dunnwald LK, Doot RK, Specht JM,  Gralow JR, Ellis GK, Livingston RB, et al.
PET  tumor metabolism in locally advanced breast cancer patients undergoing
neoadjuvant chemotherapy: value of static versus kinetic measures of fluo-
rodeoxyglucose uptake. Clinical Cancer Research 2011;17(April):2400–9.

10] Woo  S-K, Kim KM, Lee TS, Jung JH, Kim JG, Kim JS, et al. Registration method
for  the detection of tumors in lung and liver using multimodal small animal
imaging. IEEE Transactions on Nuclear Science 2009;56:1454–8.

11] Zhang T, Zhou N-K, Zhang J-m, Liang C-Y, Liu X, Tian X-D. Comparison of the
biodistribution and PET imaging with (11)C-PDT and (18)F-FDG in the mouse
model of lung adenocarcinoma. Zhonghua zhong liu za zhi[nl]Chinese Journal
of Oncology 2010;32(February):103–6.

12] Kim SJ, Lee JS, Im KC, Kim S-Y, Park S-A, Lee SJ, et al. Kinetic modeling
of  3′-deoxy-3′-(18)F-fluorothymidine for quantitative cell proliferation imag-
ing in subcutaneous tumor models in mice. Journal of Nuclear Medicine
2008;49(December):2057–66.

13] Rowe CC, Ackerman U, Browne W,  Mulligan R, Pike KL, O’Keefe G,  et al. Imaging
of  amyloid � in Alzheimer’s disease with 18F-BAY94-9172, a novel PET tracer:
proof of mechanism. The Lancet Neurology 2008;7:129–35.

14] Karakatsanis NA, Lodge MA, Zhou Y, Mhlanga J, Chaudhry MA,  Tahari AK,
et  al. Dynamic multi-bed FDG PET imaging: feasibility and optimization. In:
IEEE Nuclear Science Symposium and Medical Imaging Conference. 2011. p.
3863–70.

15] Busk M, Munk OL, Jakobsen S, Wang T, Skals M,  Steiniche T, et al. Assessing
hypoxia in animal tumor models based on pharmocokinetic analysis of dynamic
FAZA PET. Acta Oncologica 2010;49(October):922–33.

16] Qiao HT, Bai J, Chen YM,  Tian JH. Method for tumor recognition with short
dynamic PET images: theory and simulation study. Progress in Natural Science
2009;19:73–7.

17] Luu YK, Lublinsky S, Ozcivici E, Capilla E, Pessin JE, Rubin CT, et al.
In  vivo quantification of subcutaneous and visceral adiposity by micro-
computed tomography in a small animal model. Medical Engineering & Physics
2009;31(January):34–41.

18] Woo  S-K, Kim K, Lee T, Kim J, Jung J, Woo  K, et al. Experimental condition and

registration method for the tumor detection of lung metastasis small animal
PET and CT whole body images. In: Nuclear Science Symposium Conference
Record. NSS’07. IEEE. 2007. p. 3372–5.

19] Mabrouk R, Dubeau F, Bentourkia M,  Bentabet L. Extraction of time activ-
ity  curves from gated FDG-PET images for small animals’ heart studies.

http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0005
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0010
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0015
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0020
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0025
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0030
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0035
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0040
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0045
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0050
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0055
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0060
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0065
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0070
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0075
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0080
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0085
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0090
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095


ering 

[

[

[

[

[

[

[

[

[

[29] Gallagher BM,  Ansari A, Atkins H, Casella V, Christman DR, Fowler JS, et al.
H. Qiao et al. / Medical Engine

Computerized Medical Imaging and Graphics: The Official Journal of the Com-
puterized Medical Imaging Society 2012;36(September):484–91.

20] Li X, Feng D, Lin KP, Huang SC. Estimation of myocardial glucose utilisation with
PET  using the left ventricular time-activity curve as a non-invasive input func-
tion. Medical & Biological Engineering & Computing 1998;36(January):112–7.

21] Kim J, Herrero P, Sharp T, Laforest R, Rowland DJ, Tai YC, et al. Minimally inva-
sive  method of determining blood input function from PET images in rodents.
Journal of Nuclear Medicine 2006;47(February):330–6.

22] Huang SC, Phelps ME,  Hoffman EJ, Sideris K, Selin CJ, Kuhl DE. Noninvasive
determination of local cerebral metabolic rate of glucose in man. American
Journal of Physiology – Endocrinology and Metabolism 1980;238:E69–82.

23] Bertoldo A, Vicini P, Sambuceti G, Lammertsma AA, Parodi O, Cobelli C. Evalu-
ation of compartmental and spectral analysis models of [18F]FDG kinetics for
heart and brain studies with PET. IEEE Transaction on Biomedical Engineering
1998;45(December):1429–48.
24] Dimitrakopoulou-Strauss A, Hohenberger P, Pan L, Kasper B, Roumia S, Strauss
LG. Dynamic PET With FDG in patients with unresectable aggressive fibro-
matosis: regression-based parametric images and correlation to the FDG
kinetics based on a 2-tissue compartment model. Clinical Nuclear Medicine
2012;37:943–8.
& Physics 36 (2014) 294–299 299

25] Epelbaum R, Frenkel A, Haddad R, Sikorski N, Strauss LG, Israel O,
et al. Tumor aggressiveness and patient outcome in cancer of the pan-
creas assessed by dynamic F-18-FDG PET/CT. Journal of Nuclear Medicine
2013;54(January):12–8.

26] Torizuka T, Zasadny KR, Recker B, Wahl RL. Untreated primary lung and breast
cancers: correlation between F-18 FDG kinetic rate constants and findings of
in  vitro studies. Radiology 1998;207(June):767–74.

27] Chen S, Feng D. Noninvasive quantification of the differential portal and arte-
rial contribution to the liver blood supply from PET measurements using
the 11C-Acetate kinetic model. IEEE Transaction on Biomedical Engineering
2004;51:1579–85.

28] Cui YF, Bai J, Chen Y, Tian J. Kinetic model parameter estimates of liver
FDG metabolism. Qinghua Daxue Xuebao/Journal of Tsinghua University
2007;47:420–3.
Radiopharmaceuticals XXVII. 18F-Labeled 2-deoxy-2-fluoro-d-glucose as a
radiopharmaceutical for measuring regional myocardial glucose metabolism
in  vivo: tissue distribution and imaging studies in animals. Journal of Nuclear
Medicine 1977;18(October):990–6.

http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0095
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0100
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0105
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0110
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0115
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0120
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0125
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0130
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0135
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0140
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145
http://refhub.elsevier.com/S1350-4533(13)00258-0/sbref0145


The effect of tumor size on the imaging 

diagnosis: A study based on simulation 

Huiting Qiao, Libin Wang, Deyu Li, Daifa Wang and Yu Wang 

* 

School of Biological Science and Medical Engineering, Beihang University, Beijing 100191, China 

Abstract. Positron emission tomography (PET) has been widely used in early diagnosis of tumors. Though standardized 
uptake value (SUV) is a common diagnosis index for PET, it will be affected by the size of the tumor. To explore how the 
tumor size affects imaging diagnosis index, dynamic PET images were simulated to study the relationship between tumor 
size and the imaging diagnosis index. It was found that the SUV of the region of the tumor varied with scan time, and the 
SUV was always lower than the true value of tumor. Even more deviations were found in SUV with a reduced tumor size. 
The diagnosis index SUVmax was more reliable than SUV, for it declined only when the volume of tumor was less than 3 
mm3 . Therefore, the effect of tumor size on the SUV and SUVmax that are used as diagnosis indices in the early diagnosis of 
tumors should not be neglected. 

Keywords: Standardized uptake value, maximum standardized uptake value, positron emission tomography, tumor size, di-
agnosis 

1. Introduction 

As one of the most serious threats to life health, cancer is the second leading cause of death in de-

veloping countries. The number of people who are diagnosed with cancer and the mortality rates of 

people diagnosed with malignant tumor are still increasing in recent years [1,2]. It was reported that 

lung cancer was the leading cause of death in all the common cancer registries [3,4], and its mortality 

rate increased substantially in the past three years. Although there are some methods of oncologic 

treatment on clinical therapies, such as radiation, chemotherapy and surgery, it is still hard to improve 

the survival rate of lung cancer because of late diagnosis [5,6]. Therefore, early diagnosis is important 

to improve treatment and the survival rate of patients with lung cancer [7,8]. Imaging diagnosis [9] as 

well as identification of molecular biomarkers [10–12] have been used as two main methods in the 

studies of early diagnosis for lung cancer. 

In terms of imaging diagnosis, positron emission tomography (PET) is the function imaging tech-

nology that can provide metabolism information of tissues by using a radioactive tracer [13]. Moreo-

ver, it is an important tool for staging, prognosis, evaluation of treatment, and, especially, for early 

diagnosis [14,15]. A tumor usually has a higher metabolic rate, so it can be recognized easily by using 

PET. Besides the visual cancer imaging, PET can also provide some detection indices for diagnosis, 
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treatment, such as total lesion glycolysis (TLG), standardized uptake value (SUV), and maximum 

standardized uptake value (SUVmax) [16]. 

SUV, which is widely used in the study of cancer, is a semi-quantitative measurement of radioactiv-

ity concentration [17]. SUV describes the ratio between the radioactive substances uptake of the lesion 

and the average uptake of the whole body [18]. SUV and SUVmax are different expressions of SUV. 

SUV refers to the mean SUV of the region of interest (ROI), while SUVmax is the maximal SUV in the 

ROI. SUV and SUVmax are often used as detection indices for early diagnosis of lung cancer. In order 

to study the different lung tumors and different study demands, researchers often choose different 

SUV value. Juhász et al. evaluated metabolic ratio and tracer transport of non–small cell lung cancers 

by using SUV [19]. Koh et al. studied the relationship between SUV and disease-free survival (DFS) 

and the relationship between SUV and overall survival (OS). DFS and OS are both evaluation indica-

tors of the prognostic impact of the lung tumor patients receiving chemotherapy after surgery [20]. In 

Alessandro's study of solitary pulmonary nodule tumor, SUVmax was used to find significant difference 

or correlation [21]. Mehta also used SUVmax to study the research about the patients with non-small-

cell lung cancer [16]. In MI B’s research [22], SUV=2.5 is used as a threshold value to differentiate 

benign and malignant lesions. In addition, SUVmax of normal lung ranges from 1.0 to 1.5, which can be 

used as the threshold value to differentiate the normal lung tumor from lung tissue [23]. Thus, SUV 

and SUVmax were both studied in this paper as detection indices for early diagnosis of lung cancer. 

The SUV is impacted by many factors, such as blood glucose, partial volume effect, body situation, 

time after injection, and tumor sizes [24]. 

Although the size of tumor is also an important aspect for SUV calculation and may even cause 

false negative results, the relationship between the tumor size and the SUV is difficult to study in clin-

ics. Therefore, a mathematical model and simulated PET images were used to study their relationship. 

The study may be helpful to the imaging diagnosis of lung cancer, and even to that of small size tu-

mors. 

2. Methods 

In order to study the relationship between tumor size and SUV, simulated PET images based on the 

model were used. First, the chest model with different sizes of tumor was established based on visible 

human project (VHP) data. Then the dynamic metabolic information was simulated with the metabolic 

model of tissues, including tumor. And then the dynamic PET images were simulated by mapping 

techniques. Finally, the SUV and SUVmax were calculated within the region of interest (ROI) from si-

mulated images. The SUV values from different chest models were compared in term of the sizes of 

tumor.  

2.1.  Chest model 

The chest model was established based on the VHP datasets. VHP provides detailed anatomical in-

formation of the human body and it has been widely used in medical imaging segmentation, recon-

struction and 3D visualization [25]. The chest model showed in Figure 1 simplifies the chest of the 

human body through treating some tissues as air, such as fat and the bone of the chest. Lung tumors 

with eight different sizes were placed in one side of the lung. Each size was tested individually. The 

chest models using different sizes of tumor are the foundation of the following study. 
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Table 1 

Metabolic model parameters of different organs 

tissue 
name 

Model parameters of three-compartment model  

K1 
(ml/min/ml) 

K2 
(min-1) 

K3 
(min-1) 

K4 
(min-1) 

f 

myocardium 0.196 1.022 0.149 0.010 0.545 

lung 0.014 0.291 0.006 0. 0.151 

lung tumor 0.231 1.149 0.259 0 0 

Skeletal muscle 0.047 0.325 0.084 0 0.019 

2.3. Simulated PET images 

TTACs of tissues contain function information of tissues metabolism. VHP provides the detailed 

anatomical information of the human body. The simulation of PET images combines function infor-

mation with the anatomical information of the human body. Therefore, the PET images were simu-

lated by using TTACs and VHP. 

The method that combines TTACs and VHP data sets is the mapping technique proposed by Cui 

[33]. Firstly, radioactivity values of tissues at specific time points were extracted by sampling the si-

mulated TTACs. Secondly, these radioactivity values were assigned to the corresponding tissues of the 

VHP datasets at every time point.  

The different sizes of the lung tumors in the simulation are set to 0.5 mm3
, 1 mm

3
, 2 mm

3
, 3 mm

3
, 5 

mm
3
 , 1 cm

3
, 2 cm

3
, and 3 cm

3
. The resolution of VHP datasets is 0.33 mm*0.33 mm*1 mm. Accord-

ing to the resolution, the number of lung tumor pixels was calculated. Clinical PET images are com-

monly datasets with 128*128 pixels in every cross section. However, every layer of VHP datasets has 

1760*1024 pixels. In order to keep the proportion of tissues and simulate the partial volume effect, the 

sample of simulated datasets was dropped by using an average. After dropping the sample of datasets, 

the final number of pixels in every cross section is 220*128. Then the chest models with tumor and 

dynamic metabolic information were obtained. 

2.4. Calculation of SUV 

SUV (Eq. (1)) represents the ratio of FDG concentration in tissue activity to the injected dose in 

every kilogram body weight. The SUV is calculated as: 

 

( )

( ) ( )

 

 

tissue activity KBq ml
SUV

injected dose MBq bodyweight kg
=  (1) 

 

SUVmax is calculated by using the maximum value of tissue activity instead of the average value of 

tissue activity. The denominator of the Eq. (1) was estimated as 288.566 MBq/kg, according to a re-

port of Stefani et al. [19]. Tissue activity was obtained by selecting ROI manually from the established 

chest model. Finally, values of SUV and SUVmax were calculated by these values and equation. 
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3. Results 

3.1.  Dynamic PET image simulations 

The concentration of FDG in each tissue could be described by TTACs, which were simulated with 

three-compartment model. The simulated TTACs of myocardium, lung, lung tumor, and skeletal mus-

cle, as well as the standard input curve, are shown in Figure 3. The TTACs show the characters of the 

metabolism in these four tissues. The difference in metabolism could be used as the basis for the dy-

namic images segmentation. 

Dynamic PET images were simulated by mapping with simulated TTACs. Eight sets of dynamic 

images were simulated. Various tumor size (from 0.5 mm3
 to 3 cm

3
) were included in these eight si-

mulated dynamic images. The dynamic imaging sequences consisted of eight 1-min frames, and nine 

5-min frames, totaling 17 frames. Some of the simulated images are shown in Figure 4. 

3.2. The analysis of the simulated dynamic images  

The region of interest, including tumor, were identified on the simulated dynamic images. On this 

basis, SUV and SUVmax of the lung tumors were calculated according to Eq. (1). Figures 5 and 6 show 

SUV and SUVmax, separately. 

Both SUV and SUVmax change along with the time going. In the clinical study, values at 50 min are 

the most common used in the diagnosis of tumor. There are differences between changes in SUV and 

 

Fig. 3. Simulated TTACs. Fig. 5. Comparison between original 
values and SUV values. 

Fig. 6. Comparison of SUVmax with 
different sizes tumors. 

 

0.5mm
3
                                         1mm

3
                                            2mm

3
                                           3mm

3
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3
                                             1cm

3
                                             2cm

3                                                     
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3 

Fig. 4. Simulated PET images. 
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SUVmax. SUV values of different tumor size are less than the original values. SUV values decrease 

along with the decreasing tumor size. SUVmax of some tumor sizes are equal to the original value and 

some are less than the original value. 

4. Discussion 

SUV and SUVmax were studied based on simulated dynamic PET images. It has been certified that 

SUVmax is preferred to SUV in tumor diagnosis, as Alessandro et al. [21] reported. The SUV will be 

affected by the size of the tumor. The effect of tumor sizes was studied by simulating PET images 

with different sizes tumors. Results of the study show that SUV values change with ongoing monitor-

ing time. 50 min is the common used time point in the related studies. Because the difference in the 

tissues is obvious, radioactive concentration of normal tissues tend to be stable at 50 min. However, 

FDG uptake in the tumor increased over time. SUV can reflect that distribution of the radioactive trac-

er. Therefore, SUV values at 50 min were selected to analyze the effect of tumor sizes quantitatively. 

Compared with the existing studies, this study focused on the effect of tumor size on diagnosis by 

using simulated dynamic PET images. Figures 5 and 6 show the relationship between SUV, SUVmax 

and different tumor sizes, respectively. Figure 5 shows that SUV values increase as time increases. In 

the simulation study, the SUV values of tumor were lower than the original values for the reason of 

partial volume effect. SUV values reduce along with the tumor size decreased. In the reference, 

SUV=2.5 is generally used as a threshold to differentiate benign and malignant lesions. In Figure 5, 

tumor with sizes ＜5 mm3 
have SUV values less than 2.5. In other words, the tumor whose size less 

than 5 mm3 
cannot be diagnosed as malignant tumor. Diagnosis of tumor with sizes ＜ 5 mm

3 
may 

cause false negative results in the identification of benign and malignant lesions and may result in an 

inappropriate treatment. SUVmax values of normal lung range from 1.0 to 1.5, which are used as a thre-

shold to differentiate the normal lung tumor from lung tissue. As can be seen in Figure 6, SUVmax val-

ues of the tumor with sizes ＞2 mm
3 

are equal to original SUVmax of tumor. Tumors with sizes＜2 

mm
3 
have SUV values less than 1.5. In other words, the tumor whose sizes less than 2 mm

3 
cannot be 

diagnosed as the tumor. Such results may cause false negative result in the diagnosis of a tumor. The 

thresholds of study can provide a significant reference for the clinical diagnosis and treatment. 

In the clinical study, PET images are affected by noises which were not added in the simulation 

study. In addition, ROIs were selected manually which caused an error inevitably. These two factors 

affect the SUV to a certain extent. In a future study, these factors will be studied by adding in the si-

mulated PET images. 

5. Conclusion 

Though SUV is the useful index for tumor diagnosis in PET imaging, it has some limitations. 

Through the simulation study, tumor size affects the SUV. Tumors whose size is less than 2 mm3 
have 

a SUVmax value of less than 1.5, which lead to a false negative diagnosis of tumor. Tumors, whose size 

is less than 5 mm
3 
have a SUV value less than 2.5, which affect the grade of the tumor. Compared with 

SUV, SUVmax is better than SUV in the aspect of minimizing the partial volume effect. When tumor 

size is less than 2 mm
3
, the tumor cannot be diagnosed and evaluated correctly by either SUV or 

SUVmax. 
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Abstract

In order to understand the excretion function of kidneys, dynamic scan was performed using the positron emission tomography (PET), the
process of FDG’s (2-[18F]fluoro-2-deoxy-D-glucose) excretion was detected, and the kidney model was established. The model in this study
consisted of two parts: the fore part of the model described the transportation of FDG from plasma and the accumulation of FDG in kidney,
and the latter part of the model described the transportation of FDG from kidney to ureter and then to bladder. Since there was a time delay
between the fore part and the later part, which occurred when FDG was filtered into urine and accumulated in pelvis temporarily, a new
parameter, delay constant t0, was introduced in the model. Twelve healthy adult volunteers took part in the dynamic FDG-PET experiment. Ten
subjects received dynamic scan on kidneys, and the data extracted from the PET scans were used for parameter estimation and model analysis.
The other two subjects received dynamic scan on bladder in order to confirm the time delay constant. The output of the model fit well with
the original curve, and the model built in this study could not only describe the excretion process of FDG, but also be used to quantitatively
estimate urinary excretion of FDG and plasma clearance. Moreover, the model kept good accordance with physiological characteristics.
� 2008 Elsevier Ltd. All rights reserved.

Keywords: Kidney; Model; FDG; PET; Dynamic scan; Excretion

1. Introduction

The use of positron emission tomography (PET) has made it
possible to detect the physiological process in human bodies.
The 2-[18F]fluoro-2-deoxy-d-glucose (FDG) is one of the ana-
logues of glucose, which has been widely used in clinical PET
study and diagnoses [1]. Using FDG-PET, the dynamic physi-
ological process can be detected in vivo. Mathematical models
of FDG have been established for brain, heart, liver and some
other organs [2–5] but little work has been done for kidney
modeling using FDG-PET. The main reason is that FDG can-
not be reabsorbed at renal tubule, and high quantity of FDG is
excreted through kidney [6]. Nevertheless, this character makes
FDG adapt to detection of the excretion function of kidneys.

In some studies, the function of kidney is just described by
a constant rate from plasma to urine [7]. For some tracers,

∗ Corresponding author. Tel.: +861062786480.
E-mail address: deabj@tsinghua.edu.cn (J. Bai).

0010-4825/$ - see front matter � 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.compbiomed.2008.09.006

kidney can also be described by the classical three-compartment
model [8]. Shreve et al. [9] have used 11C-acetate as the tracer
to detect kidney. In their study no urinary tracer activity ap-
peared in the intrarenal collecting system. Unlike monoamine
oxidase B and 11C-acetate, FDG is a kind of tracer which can-
not be reabsorbed when the initial urine passes through the
renal tubule. Therefore, FDG can be detected in renal pelvis
(Fig. 1) and bladder.

In previous work, we have compared the bidirectional fluxes
with the unidirectional fluxes of FDG between blood and kid-
neys. Although bidirectional fluxes model could give a smaller
weighted residual sum of squares (WRSS), the unidirectional
fluxes model was more preferable according to Akaike infor-
mation criteria (AIC) [10] and Schwarz criteria (SC) [11], thus
the unidirectional fluxes was also used in this model. The uni-
directional fluxes from kidney to metabolism and to urine have
appeared in some pharmacokinetic models [12]. Compared with
excretion of FDG, the quantity of FDG metabolized in kidney
is very small. Thus renal metabolism of FDG was neglected in
this model. Because double peaks could be obviously detected

http://www.intl.elsevierhealth.com/journals/cobm
file:deabj@tsinghua.edu.cn
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Fig. 1. The kidney images in FDG-PET. On the left is a coronal section of one subject in this study at 3min after injection, and on the right is the same
coronal section of the same subject at 10min after injection.

in most time-activity curve (TAC) of kidneys, the time delay
constant was involved in this model, which could give a good
explanation to double-peak phenomenon. The model consists
of two parts: the process of FDG’s transport from blood and
the process of FDG’s excretion out of kidneys, and the time
delay occurred between these two parts.
Using the model presented in this paper, the excretion

process can be simulated, and the excretion of FDG and
plasma clearance can be quantitatively estimated in the whole
process.

2. Materials and methods

2.1. Subjects

Twelve normal volunteers participated in the study. Ten vol-
unteers formed a group for kidney modeling study, with age
between 34 and 60 years (mean± SD, 47± 9 years), height
from 165 to 185cm (171± 6cm), and weight from 53 to 94kg
(74± 11kg). The other two volunteers took part in the exper-
iment to validate the time delay. None of them had a prior
history of any major metabolic illnesses or renal diseases.
Dynamic FDG-PET scans were performed on each subject.
They were asked to fast for at least four hours, and to empty
the bladder before the scanning. During the experiment, they
were asked to lie down still and to keep quiet. Each volunteer
was informed fully about the purposes and procedures of the
study and had given written consent before the experiment was
undertaken.

2.2. PET scanning protocol

All the experiments were carried out with an ECAT-EXACT
HR+ PET scanner (CTI/Siemens, Inc., TN, USA), with a
15.5cm field of view, 63 transaxial image planes and 4.2mm
full-width-at-half-maximum spatial resolution in the cen-
tre field of view. Each voxel was 5.15×5.15×2.43mm3. For
modeling study, the experiments were performed in a single
bed position covering the kidneys. The tracer dose of FDG,
2.6–5mCi was injected intravenously into the human body,
and PET scan began immediately after the injection. In the
sampling protocol, the dynamic imaging sequences consisted
of six 10-s frames, eight 20-s frames, six 30-s frames, five 60-s
frames, four 300-s frames, and three 600-s frames, totaling 32
frames for a total scan time of 61min and 40s. To validate the
time delay constant, the other two volunteers took a dynamic
scan on bladder, with a protocol of 20×30-s frames.

2.3. Data acquirement

Kidney and abdominal aorta could be detected from the renal
dynamic PET image. The region of interest (ROI) was manually
drawn on 3-D images. The TACwas picked up fromROI in each
frame. The radioactivity was calculated by averaging the whole
voxel’s values within the ROI. The time-activity curve of blood
(BTAC) was derived from the ROI in abdominal aorta [13,14],
which was drawn in the frame about 10–30s after injection.
The tissue time-activity curve (TTAC) of kidney was derived
from ROI of the whole kidney region. The number of voxel of
the renal ROI was used to calculate the volume of the kidney.

2.4. Model description

The new kidney model consisted of two parts: one part de-
scribed the transportation of FDG from blood and the other
part described the excretion process of FDG out of kidney. t0,
the timing delay constant, was the excretion time of FDG out
of kidney from injection. In this model, it was assumed that
concentrations of FDG were homogeneous in compartments of
blood and kidney. Compared with large quantity of FDG flow-
ing through kidneys, the metabolism of FDG in kidney was
unobvious, thus it was neglected in the model. K1 was the rate
constant of FDG from blood compartment to kidney compart-
ment, and k2 was that from kidney to bladder. When t< t0,
no FDG flowed out of kidneys. FDG diffused in blood, went
into the kidney from circulation system, filtrated to urine, and
accumulated in renal pelvis temporarily.

C2(t) = K1

∫ t

0
C1(t) t < t0 (1)

where C1(t) is the concentration of FDG in blood, C2(t) is
the concentration of FDG in kidneys. When t � t0, it began to
excrete FDG with urine out of kidneys.

dC2(t)

dt
= K1C1(t) − k2C2(t) t� t0 (2)

Eq. (3) was derived from Eqs. (1) and (2) by Laplace trans-
form. ⊗ denotes the operation of convolution.
{C2(t) = K1

∫ t
0 C1(t) t < t0

C2(t) = K1e−k2(t−t0) ⊗ C1(t) + C2(t0)e−k2(t−t0) t� t0
(3)

CT (t) = C2(t) + f C1(t) (4)

CT(t) is the concentration of FDG in kidney, which can be
detected by PET. Since kidney is an organ rich in blood, the
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parameter f was used to describe the effect fraction from the
blood to kidney. C1(t) and CT(t), are the input and output of
the model to estimate the parameter by nonlinear curve fitting.

2.5. Urinary excretion of FDG and plasma clearance

Using the model, the urinary excretion of FDG from kidney,
X3(t), can be estimated. The quantity of FDG in kidney, X2(t),
can be calculated with the concentration of FDG in kidney
and the estimated volume of kidney [15], as shown in Eq. (5).
The FDG in urinary came totally from renal excretion, thus
the urinary excretion of FDG can be described with the rate
constants k2 mentioned before as shown in Eq. (7).

X2(t) = C2(t)V2 (5)

dX3(t)

dt
= X2(t) · k2 = C2(t)V2 · k2 (6)

X3(t) =
∫ t

0

dX3(t)

dt
dt =

∫ t

0
C2(t)V2k2 dt (7)

With quantificational estimated urinary excretion of FDG, the
plasma clearance, KCL, can be estimated dynamically. Plasma
clearance is an important parameter to characterize the capa-
bility of kidneys to clear something from plasma.

C1(t) · KCL = dX3(t)

dt
(8)

3. Results

This model was built and implemented using an IBM per-
sonal computer with Widows XP. A number of functions and
tools in Matlab 6.5 software package, including nonlinear least-
squares fitting (lsqnonlin) and curve fitting tool (cftool), were
also applied to help implement and analyze the model.

3.1. Parameters of model fit

Ten dynamic data sets from the ten subjects were used for
parameter estimation. The BTAC picked up from aorta was
the input of the model, while the detected TTAC of kidney
was the output of the model. The weighted nonlinear least-
squares algorithm was applied to estimate all of the parameters
provided that t0 was one time point around the second peak
of TTAC. The weights were the inverses of the measurement
error. Parameters for the model were listed in Table 1. R-square
presents the coefficient which measures how successful the fit
is. A value closer to 1 indicates a better fit. Fig. 2 presented the
data and its fit to the model in one of the subjects.

3.2. Confirmation of delay constant t0

Two volunteers took dynamic scan on bladder to validate
whether the delay constant t0 is reasonable. The time delay
occurred when FDG was filtered into urine and accumulated in
pelvis temporarily. Thus it took at least t0 for FDG to appear in
bladder after injection. Fig. 3 showed the TTAC of one bladder.

Table 1
Estimated parameters of the kidney model and the R-square of the fitting .

K1 (1/min) k2 (1/min) f t0 (min) R-square

Subject 1 0.2915 0.3828 0.8403 4.267 0.9573
Subject 2 0.3311 0.3693 0.4276 2.633 0.9390
Subject 3 0.2799 0.2956 0.5244 3.667 0.8448
Subject 4 0.2251 0.2657 0.3495 3.75 0.8625
Subject 5 0.3712 0.2947 0.3074 3.333 0.9339
Subject 6 0.2169 0.2149 0.4564 5 0.9136
Subject 7 0.3012 0.3038 0.4333 3.333 0.9675
Subject 8 0.21208 0.34812 0.35043 3.167 0.9640
Subject 9 0.15083 0.18361 0.35499 4.5 0.9547
Subject 10 0.254 0.33445 0.33478 2.667 0.9385

Mean 0.2634 0.2993 0.4379 3.6317 0.9276
SD 0.0647 0.0643 0.1563 0.7722 0.0423
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Fig. 2. Time-activity curves of kidney. The asterisks show the TTAC extracted
from PET kidney scan of one subject and the normal line represents its fit
curve by this model.

It was about 3min after injection that the accumulation of FDG
in bladder became visible. The obvious FDG excretion step
appeared at about 3–5min after injection in these two dynamic
experiments. That was consistent with the estimation of t0.

3.3. Urinary excretion of FDG

The volume of kidneys was estimated by the voxel number
in ROI. The estimated volume of kidney was listed in Table 2,
accorded with the volume of each kidney reported by Deloar
[16] and Bouchet [17]. The estimated urinary excretion of FDG
in about 60min for each subject was listed in Table 2. The
urinary excretion of FDG was between 10%ID and 20%ID,
with a mean of 14.29%ID, which was a little higher than the
excretion of FDG in urine 8.21%ID for dehydrated patient and
6.67%ID for hydrated patient [18] and about 10%ID estimated
by Hays’ model [7]. The accumulation of FDG can also be
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Fig. 3. Time-activity curve of urine in bladder.

Table 2
Urinary excretion (%ID) of FDG and accumulation (%ID) of FDG in kidneys
(60min after injection) .

Voxel Volume
(cm3)

Input
(mCi)

FDG in
urine (%ID)

FDG in
kidney (%ID)

Subject 1 4277 275.6 4 15.15 0.58
Subject 2 4506 290.4 5 13.59 0.55
Subject 3 4200 270.7 4 18.08 0.88
Subject 4 4174 269 4.2 14.62 0.73
Subject 5 3994 257.4 4 18.63 0.88
Subject 6 4161 268.2 4.2 11.39 0.70
Subject 7 4243 273.5 2.6 14.55 0.62
Subject 8 4223 272.2 4.5 15.42 0.58
Subject 9 4284 276.1 4.5 9.243 0.64
Subject 10 3794 244.5 4 12.22 0.44

Mean 4185.6 269.8 14.29 0.66

calculated for each subject, using Eq. (7). The mean value of
accumulation of FDG in kidney is 0.66%ID, about an hour after
injection.

3.4. Plasma clearance of FDG

The plasma clearance was estimated using Matlab cftool af-
ter the system becoming stable. In time period t0 after injec-
tion, no FDG was excreted from kidneys, therefore the data
after t0 were used to estimate plasma clearance. The result of
linear regression analysis of urine excretion rate of FDG ver-
sus plasma concentration was shown in Fig. 4. The slope of the
fitting result is the plasma clearance of FDG. All the plasma
clearances estimated for each subject were list in Table 3. The
mean plasma clearance of FDG is 115.8ml/min, a little lower
than glomerular filtration rate, 125ml/min.
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Fig. 4. Curve fitting to estimate the plasma clearance. The square is the point
from experiment and model, the solid line is the fitting result.

4. Discussion

Although FDG is not a good tracer for the study of renal
metabolism, it is suitable to detect excretive process in kidney.
The model developed in this paper could dynamically simulate
the process of FDG’s excretion, and quantitatively estimate
the urinary excretion and plasma clearance of FDG. For great
percentage of FDG pass through kidney, the development of
the model would benefit the study of FDG-PET.

In previous work, a kidney model of separated renal
parenchyma had been developed [19], which was a unidirec-
tional model. The unidirectional model was the optimal choice
considering the efficiency and feasibility of the model. How-
ever, this model was not considered satisfactory, because it
only described part of kidney. As a result, a more advanced
model was developed in this study based on the previous work.
The time delay constant t0 was introduced in this model and
successfully explained the double-peak time-activity curve.
The time delay constant had two significant observations: (1)
in the first t0 after injection, no FDG appeared in urinary out
of kidney, and (2) the time for FDG to pass through kidney
and to excrete to bladder was approximately equal to t0. Thus
when 0< t< t0, the model only described the transportation
of FDG from plasma and accumulate in kidney. In first t0 af-
ter injection, the FDG in kidney filtered into urine, and after
t0 FDG began to leave kidney and transport into bladder by
ureter. Like other kinetic parameters, t0 is a parameter that
differs from each person to another, and could evaluate re-
nal function. Apart from the excretion of FDG, in kidney the
quantity of metabolized FDG was insignificant.

Ten sets of clinical dynamic data were used to estimate the
parameters. Results have shown some differences for different
subject. However, the output of the model fitted with the orig-
inal curve from clinical data well, which could be seen from
R-square value in Table 1. The mean parameter values were
calculated in ten subjects to build a typical model. The renal
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Table 3
Estimation of plasma clearances .

Subject 1 2 3 4 5 6 7 8 9 10 Mean

KCL 199.7 194.1 112.7 83.21 140.8 90.64 105 96.74 50.21 85.35 115.8
R-square 0.8416 0.9536 0.9944 0.9969 0.9912 0.9978 0.9934 0.986 0.9788 0.9952

volume was calculated for each subject, and was used to es-
timate the quantity of FDG in urine at about 60min. The uri-
nary excretion of FDG estimated was a little higher than those
from the literature. The urinary excretion estimated in this pa-
per contained the urine in ureter and in bladder, while others
estimated it by measuring FDG in urine voided from bladder.
Therefore the result in this study was reasonable.

5. Summary and conclusion

The process of FDG excretion is detected using PET. The
model for kidney was developed with mean parameter values
K1 to be 0.2634 (min−1), k2 to be 0.2993 (min−1), blood frac-
tion in kidney to be 0.4379, and t0 to be 3.6317 (min). Though
individual differences exist, this model could still give a good
fit to dynamic data extracted from clinic experiments. Using
this model, the excretive process of FDG could be simulated,
and the accumulation of FDG in urine and the plasma clear-
ance could be estimated. The estimated results did not differ
significantly from the literature, and the difference could be
explained reasonably.
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The inhaled nanoparticles have attracted more and more attention, since they are more easily to enter the deep part of respiratory
system. Some nanoparticles were reported to cause pulmonary inflammation.The toxicity of nanoparticles depends not only on its
chemical component but also on the quantity and position of the deposition. The deposition of nanoparticles is not uniform and
is influenced by airflow transport. The high deposition mainly occurs at the carinal ridges and the inside walls around the carinal
ridges. Many factors could affect the transport and deposition of nanoparticles, such as particle size, flow rate, structure of airway,
pulmonary function, and age. In this review, we discussed the methods and technique involved in particle transport and deposition
studies. The features of particles deposition could be observed in clinic experiments and animal experiments. The mechanism
of transport could be studied by numerical simulation. Numerical model and experiment study supplement each other. Some
techniques such as medical imaging may support the study of nanoparticles transport and deposition. The knowledge of particles
transport and deposition may be helpful both to defend the toxicity of inhaled particles and to direct inhaled drug delivery.

1. Introduction

More and more attention has been paid to air pollution. The
high concentration of fine particlematter (PM2.5) during the
2013 severe haze of north China has caused public worries
[1, 2]. The most worries are due to the adverse effect of air
pollution on health [3]. It is believed that the most airborne
particles were derived from fossil, biomass, and solid fuels
combustion [4–6]. The traffic exhausts have been verified as
the source of particle matter [7, 8]. The particles emitted by
engines have a high proportion of nanoparticles, thoughmost
of them are in accumulationmode [9]. Epidemiological stud-
ies have confirmed that air pollution makes adverse health
effect, especially the pollutant in nanoscale [10, 11]. Thus,
nowadays most attention paid to airborne pollutants lies in
nanoparticles and ultrafine particles.

Though some studies did not differentiate ultrafine par-
ticles from nanoparticles [12], the different definitions have
also been reported. The particles in nanoscales (<100 nm) in

one dimension could be generally called nanoparticles, while
ultrafine particles are limited to 100 nm in all dimensions [13].
For the purposes of this review, we do not differentiate nano-
particles from ultrafine particles: they are both particles in
nanoscales.

People have great expectation for nanotechnology and
have been trying to apply nanomaterial inmany fields [14, 15].
Thus airborne nanoparticles are unavoidable. For the reason
of small size, nanoparticles may enter the deep part of human
respiratory system with breathing. Pulmonary inflammation
has been reported after inhalation exposure to nanoparticles
[16, 17], so the toxicity of nanoparticles in air should be
considered [18].

Respiratory system is an important pathway for substance
to enter human body besides alimentary canal. Air enters
the trachea through nasal and oral cavities, passing by the
tracheobronchial tree, and arrives at the alveoli, so does
some airborne nanoparticles. The transport and deposition
of particles have great relations with the complicated airway.
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The structures of respiratory system have been described
by Weibel as a bifurcating tubes’ model with 23-generation
bifurcations, and the airways are named as G0–G23 [19, 20].
The airways from G0 to G16 belong to conducting zone,
and the airways from G17 to G23 have the function of gas
exchange.The upper airway, which begins from the nose and
mouth to the trachea (G0), functions not only as the passage-
way but also as a filter to protect the lower airway; however
some small-scale pollutants could still enter the respiratory
system and may cause disease [21–23].

Although many researches have confirmed that the toxi-
city of airborne particles changes along with their composi-
tions [24], the quantity of transport and the position of depo-
sition also have great relations with the toxicity of nanoparti-
cles.This review aims at the toxicity of nanoparticles by inha-
lation with great emphasis on the transport and deposition
of nanoparticles in respiratory system.The research methods
for toxicity of airborne nanoparticles were compared. The
potential application of amedical imaging technique was also
mentioned.

2. The Toxicity of Nanoparticles by Inhalation

Airborne particles especially nanoparticles have been recog-
nized as a potential risk for health. Since airborne nanoparti-
cles enter human body by inhalation, respiratory system has
higher risk exposed to nanoparticles [25]. In the view of epi-
demiology, the increased morbidity and mortality may have
relations with particles in air [23, 26]; for example, fine par-
ticulate pollution is confirmed to be associated with all-
cause, lung cancer and cardiopulmonary mortality [27]. For
their small scale, nanoparticles can enter lower airway, reach
alveoli, and can even pass the alveolar epithelium to intra-
pleural space [28]. Pulmonary inflammation could be caused
when exposed to some nanoparticles [17].

Nanoparticles harm respiratory system mainly by the
injury of epithelium [29], and themost importantmechanism
is the oxidative stress induced by nanoparticles [30, 31]. The
adverse effects happen not only in respiratory system but also
in extrapulmonary organs. Once nanoparticles reach pul-
monary alveoli, some of them may pass through the alveolar
epithelium and capillary endothelial cell and then enter the
cardiovascular system and other internal organs [32]. In the
long term exposure experiment using sensitivemousemodel,
inhaled nickel hydroxide could increase mitochondrial DNA
damage in the aorta and exacerbate the progression of athe-
rosclerosis as well as the inflammation in lung [30].The path-
ological changes in liver have also been reportedwhen inhala-
tion exposed to ferric oxide and zinc oxide nanoparticles [33].

The toxicity of airborne nanoparticles depends on the
chemical component of the nanomaterial. To confirm the tox-
icity of individual nanoparticles, the effect on health of nano-
particles has been studied, respectively. Some nanoparticles
may cause pulmonary inflammation, while some nanoparti-
cles may not. A great deal of metallic oxide and hydroxide
may cause pulmonary inflammation. Nanoparticles of zinc
oxide [34, 35], aluminum oxide [36], copper oxide [37, 38],
cobalt oxide [37], iron oxide [39], cadmium oxide [40], and

nickel hydroxide [30, 41] have been reported to induce pul-
monary inflammation and adverse effects, while no signif-
icant inflammation nor adverse effects have been observed
when exposed to some nanomaterials, such as carbon nano-
particles [41], graphite nano platelets [42], carbon black [42],
and silica [43].

The toxicity of nanoparticles depends not only on the
chemical component, but also on dose, size, and other factors
[13, 17]. For the nanoparticles of the same component, size
and concentration are also crucial [44–46]. More obvious
infection signs have been found in animal experiment after
instillation of smaller size polystyrene particles [45]. The
toxicity of some nanoparticles may also depend on concen-
tration. Inflammatory processes appeared when the exposure
concentration reached 0.5mg/m3 for multiwall carbon nan-
otubes and 10mg/m3 for graphene [42]. Significant inflam-
mation could be observedwhen titaniumdioxidewas inhaled
in high dose, compared with no significant pulmonary
inflammation when it was inhaled in low and medium dose
[47].

The toxicity of particles also depends on the position
where the particles arrive and deposit [48]. Respiratory sys-
tem has complicated bifurcate tree-structure airways which
can be divided into conduction zone and respiratory zone.
In conduction airway the particle matters may stick to the
mucus and be removed with the help of cilia, as well as the
phagocytosis of macrophage [49]. In alveoli, the important
region for gas exchange, there is only macrophage protecting
the body from infection [50]. When particles accumulate in
alveoli, the pulmonary inflammation will be induced [17].
Thus the understanding of how nanoparticles transport and
deposit is as important as the cytotoxic study.

3. The Means to Study Transport and
Deposition of Nanoparticles

As the toxicity of nanoparticles has attracted great attention,
the study of nanoparticles deposition is developing step by
step. Many different methods have been used in particles
deposition study, as shown in Figure 1. The study of particles
transport and deposition could be classified as clinical or
animal experiment studies and computer simulation studies.
Each kind of study method is irreplaceable.They supplement
each other. At first the relations between inhaled particle
pollution and health were detected by epidemiological stud-
ies. At the same time clinical or animal experiment studies
were conducted to understand the particles’ deposition in
respiratory system. Then mathematical models, including
CFDmodel, were established to findmore details of particles’
transport and deposition.

The experiment studies include in vivo experiments and
in vitro experiments. The respiratory tract deposition of par-
ticles could be determined from in vivo experiments during
spontaneous breathing of volunteers, patients, and experi-
mental animals [51–53]. For the reason of ethics, there are
many limitations of in vivo experiments in volunteers and
patients. For volunteers and patients, the total deposition
fractions were derived by comparing the difference between
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Figure 1: The classification of the method to study particles deposi-
tion.

inhaled and exhaled particle concentrations. In animal exper-
iments, the accumulated particles were recovered and asse-
ssed from the excised tissue after sacrifice [54].The lung tissue
could be excised to proceed with pathological examination
[55]. The response of the physiological system, such as
the inflammation caused by inhaled particles [56], could
be also observed during in vivo experiments. For patients
and volunteers, induced sputum after inhalation could be
obtained to analyze inflammation and immune function [52].
The in vivo experiment is good to observe the actual physio-
logical response, but it is not enough to investigate the mech-
anism of transport, deposition, and toxicity of nanoparticles.

In the study of autopsy, the retained particles in human
lung parenchyma could be examined [57], while, to under-
stand how these particles were retained, some designed in
vitro experiments proceeded. In the end of last century, many
particle deposition experiments had been conducted with
replicate human airway cast [15, 58, 59]. Gurman et al. and
Cohen et al. used a replicate cast of human upper tracheo-
bronchial tree to examine the deposition of particles [60, 61].
Some small airways were hard to build cast, so most of the
casts were trimmed to airways with diameter >3mm. In the
study of Cohen et al., the replicate airway cast included 10-
generation airway and retained 141 airways [58]. Most of the
casts were made of silicone rubber [62] and just used to
simulate the transport phenomenon of particles in tube; the
deposition in cell was studied by cell exposure experiment
[63]. The cell exposure experiment could be used to study
the mechanism the toxicity of nanoparticles without cross-
species correlation and ethical concerns, while the results of
in vitro cell exposure experiment were different from those of
in vivo experiment [64] because the cell culture system could
not represent the multicellular organism.

To describe the transport and deposition of nanoparticles
quantitatively, some mathematical models have been estab-
lished based on the results of experiments [65]. Martin and

Finlay used a simple algebraic formulation to predict the total
respiratory tract deposition fraction with an empirical fit to
experiment data [66]. A two-compartment model has been
established to describe the deposition and clearance of par-
ticles in surfactant layer of the alveolar surface and in the cell
plasma of alveolar macrophages [67]. A semiempirical model
has been used to study the particle deposition difference bet-
ween a single breath and multiple breathing cycles [68]. This
kind of mathematicmodel explained the result of experiment
with lumped parameters, instead of providing detailed trans-
port and deposition of local region.

It is difficult to observe and to accurately measure the
local deposition of ultrafine particles in real-time experi-
ment. Computational fluid dynamics (CFD) simulation could
provide the detailed flow mechanics in airway and predict
the deposition of nanoparticles [69]. In CFD studies, the
structure of human airway is the basis for analyzing particle
transport and deposition.The geometricmodel of airway was
divided into tinymeshes; thus the deposition feature could be
compared in very small local regions. The number of meshes
and the time of simulation increase with the complexity of
airway. Thus most of the CFD simulation just focused on
some part of the airway. For example, Zhang andKleinstreuer
studied ultrafine particles deposition and heat transport with
an oral airway model and G0–G3 airway model [70], and
they studied inertial and gravitational deposition of micro-
particles in medium-size bronchial generations G6–G9 [71].
They also attempted to study the deposition in the entire
tracheobronchial airway. Five levels of triple-bifurcation unit
constituted a 16-generation model [72]. The simulation study
was conducted for each triple-bifurcation unit. The respi-
ratory zone of airway was not considered in existing CFD
deposition studies because of the complexity of structure.
Although the CFD technique has been utilized to study in
many fields including the transport of particles in airway, the
reliability of the simulation should be validated by data from
experimental studies.

4. Factors Influence
the Transport and Deposition of Particles in
Respiratory System

The transport of particles with air flow in curved tubes of res-
piratory system can be described by fluid mechanics. In the
study of gas-solid-two-phase flow, Stokes number is used to
describe the behavior of particles in the flow, and Reynolds
number is used to distinguish flow patterns. For low inspi-
ratory flow rate, the transport of particles in airways can be
described as laminar flow with secondary flow, while tur-
bulence appears with the increase of flow rate [73]. Low
Reynolds number 𝐾-𝜔 model for turbulence can be used to
study the transport and deposition of nanoparticles [74, 75].
Though the flow rate is oscillatory in spontaneous breathing,
the flow fields seemed similar to those in steady state inhala-
tion in case of the equivalent Reynolds number [76]. In most
cases, the deposition fraction increases with the increase of
Stokes number [77]. The deposition could also be influenced
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bymany factors, such as size of the particles, inhalationwave-
form, and also the structure of respiratory airway [12, 73, 78].

For the complicated airway structure, the deposition of
particles is not uniform in the total respiratory system. Some
parameters were introduced to describe the total and regional
deposition. The deposition fraction (DF) is the mostly used
not only for deposition in total respiratory system, but also for
that in regional part, which is defined as the ratio of number
of particles depositing to the number of particles entering the
system. The deposition efficiency (DE) is derived as the ratio
of particles depositing within a region to the particles enter-
ing that region. The deposition enhancement factor (DEF) is
defined as the ratio of the number of particles depositing per
unit area in local region to the average number of particles
depositing per unit area in the whole bifurcation [79], which
could indicate the deposition “hot spots” [12]. In the studies
of Gurman et al., the replicate casts of human upper tracheo-
bronchial model were used to examine the deposition ofmic-
roparticles in 0–5 airway generations [60]. The DE of mic-
roparticles in each airway generation was different, especially
between trachea and bronchi. The position-dependent depo-
sition fraction feature also appears for nanoparticles. In the
human tracheobronchial cast deposition experiments, Cohen
showed the different DE of nanoparticles from airway gener-
ation 0 to generation 7 [58]. The DE in trachea (generation
0) was greater than that in main bronchi (generation 1), while
the DF increased from the second generation airway to the
sixth generation airway. In numerical study, the difference of
deposition was also observed in great detail. The deposition
fraction of different parts has been studied such as nasal
cavity, nasopharynx, larynx, and trachea [80].The deposition
fraction in head airway is much higher than that in larynx
and trachea.The local region with high DEF, meaning the hot
spot of deposition, mainly occurs at the carinal ridges and the
inside walls around the carinal ridges [12].

Size of particles plays an important role in particles trans-
port and deposition in respiratory system. The transport of
microparticles mainly depends on inertial impaction and
sedimentation [71], while that of nanoparticles mostly relies
on diffusion [74]. The particles in small scale are easier to
enter the lung. From the analyses of particle content of auto-
psy lungs, it was found that the sizes of the particles and agg-
regates in autopsy lung were obviously smaller than the
average sizes in air, which were mostly in nanoscale [25]. The
placeswhere particles deposit have great relationwith particle
size. For microparticles, the deposition in head airway is
much greater than that in tracheobronchial and alveolar
region. Only when the diameter of particle is less than 10 𝜇m,
the deposition in alveoli became obvious, and the ratio of the
deposition in alveoli to that in total respiratory system increa-
ses remarkably for particles with diameter from 10 𝜇m to
0.5 𝜇m [81]. For nanoparticles, the total deposition and head
airway deposition will increase with the decrease of nanopar-
ticles diameter (from 100 nm to 1 nm) [82, 83]. In alveolar
region and tracheobronchial region, the deposition fractions
of nanoparticles increase firstly and then decrease along with
the decrease of nanoparticle’s diameter, while the deposition
variations in these two regions are not synchronous [84].

The influence of flow rate on particles deposition has
been studied by experiments and numerical simulation. In
deposition experiments formicroparticles and nanoparticles,
it was found that the DE in high flow rate was less than that
in low flow rate [58, 60]. The same results have been received
from computer simulation that the flow rate may influence
the deposition of particles [85]. While in some other meas-
urement experiments, the influence of flow rate is not obvious
[83], which may be because of the differences in the applied
methodologies and the difference of airway model [84].
Besides the flow rate, the influence of inhale waveform has
also been studied. The flow rate, cyclicity, and velocity inlet
profile influence particle deposition to a certain extent [77,
78], while these influences seemed minor compared with
the influence of particle size [12]. Some reports about flow
influences were not coincident, which may be because of
the difference of the airway models. It has been reported for
microparticles, in bronchi, that the DE is greater under cyclic
flow than under constant flow, but the DE in the entire trach-
eobronchial tree showed no observed difference under these
two different means of flow [60].

The transport and deposition of nanoparticles in respi-
ratory system also vary with age, lung function [51, 86, 87].
In volunteer respiratory tract deposition experiments, it was
found that the deposition probability of nanoparticles had
relationswith the lung function and severity of the disease [51,
88]. In simulation study, there was a higher particle deposi-
tion rate for child than that for adults [75, 86].The deposition
variation is due to the difference of airway geometry and
breath parameters. The deposition during exercise is obvi-
ously higher than that in rest, because of the different breath
pattern [89]. The geometry model is also an important factor
to study particles deposition.When considering the laryngeal
model, the DF of microparticles in tracheobronchial airway
increased, while that of nanoparticles in tracheobronchial
decreased [90].

5. Other Techniques Involved in Particle
Transport and Deposition Study

Some other techniques were also involved in the study of
particles transport and deposition, such as medical imaging.
Medical images can not only provide detailed anatomy struc-
ture of airway but also be used to observe the deposition in
vivo. In some early studies, the airway casts were made from
a cadaver [91].With the development of medical imaging, the
geometrical morphology of airway can be picked up from
medical images. CT, MRI, and some other imaging tech-
niques have been used in particles’ transport and deposition
study. Grgic et al. built a realistic extrathoracic model with
simple geometric shape based on CT scan andMRI scan [92].
Then many realistic airway geometric models were constru-
cted by CT scan and MRI scan [75, 80, 93], which make it
possible to realize individual airway deposition CFD analysis.
Togetherwith the development of 3Dprinting technique [94],
detailed individual airway solidmodel for in vitro experiment
will be achievable.

Some molecular imaging techniques, which have been
used to detect nanomedicine distribution, can also be used
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in the deposition study of nanoparticles in respiratory system
[95]. Fluorescent imaging has been used to detect the distri-
bution of aerosols in each lung lobe [96]. The 𝛾-camera has
been used to scan bronchial airway after radiolabeled parti-
cles were inhaled [52]. SPECT and PET have been used to
measure the deposition and postdeposition kinetics of some
aerosol in the lung [97, 98]. Although the developed imaging
technique such as PET can provide three-dimension kinetics
of the tracers’ distribution, up to now the poor spatial resolu-
tion is still the limitation to observing the transport process
in detail.

Besides the knowledge on defense against the toxicity of
nanoparticles, the transport and deposition of nanoparticles
also have another potential application. Medicine in nano-
scale could be inhaled through the tracheobronchial airways
down into the alveolar region [32, 99]. The transport and
deposition study of nanoparticles may also provide useful
information for aerosol drug delivering system.With the assi-
stance of medical imaging, the personalized risk assessment
and individual drug delivery scheme could be achieved in
future.

6. Conclusions

More and more nanoproducts appear together with the con-
cern about the toxicity of nanoparticles by inhalation. Not
only in occupational conditions but also in resident condi-
tions, airborne nanoparticles have been detected, which bring
the risk of toxicity by inhalation. Though strict exposure
limits have been established to protect human body from the
toxicity of airborne nanoparticles [100], knowledge on the
transport and deposition of nanoparticles is also significant.

In this review, the methods for the particles deposition
studies have been classified and listed. The advantages and
disadvantages of each method have been mentioned. The
nonuniform deposition feature of nanoparticles has been
described, and the effect of factors of their transport and dep-
osition has been discussed.The flow rate, respiratory pattern,
and even individual airway structure may influence the par-
ticles deposition. The combination of medical imaging and
other techniques may promote the study of the particle depo-
sition.
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[84] J. Löndahl, W. Möller, J. H. Pagels, W. G. Kreyling, E. Swietlicki,
and O. Schmid, “Measurement techniques for respiratory tract
deposition of airborne nanoparticles: a critical review,” Journal
of Aerosol Medicine and Pulmonary Drug Delivery, vol. 27, no. 4,
pp. 229–254, 2014.

[85] W. Li, J. Q. Xiong, and B. S. Cohen, “The deposition of
unattached radon progeny in a tracheobronchial cast as mea-
sured with iodine vector,” Aerosol Science and Technology, vol.
28, no. 6, pp. 502–510, 1998.

[86] E. Keshavarzian, P. F. Ghalati, O. Abouali, G. Ahmadi, and
M. H. Bagheri, “Micro/Nano-particle deposition in the airway
of a 6-year-old child from nostril to the third generation,” in
Proceedings of the Asme Fluids Engineering Division Summer
Meeting, vol. 1 of Symposia, Parts A andB, pp. 831–837, American
Society ofMechanical Engineer, Rio Grande, Puerto Rico, USA,
2012.

[87] P. A. Jaques and C. S. Kim, “Measurement of total lung
deposition of inhaled ultrafine particles in healthy men and
women,” Inhalation Toxicology, vol. 12, no. 8, pp. 715–731, 2000.

[88] J. S. Brown, K. L. Zeman, andW. D. Bennett, “Ultrafine particle
deposition and clearance in the healthy and obstructed lung,”
TheAmerican Journal of Respiratory and Critical Care Medicine,
vol. 166, no. 9, pp. 1240–1247, 2002.

[89] C. C. Daigle, D. C. Chalupa, F. R. Gibb et al., “Ultrafine particle
deposition in humans during rest and exercise,” Inhalation
Toxicology, vol. 15, no. 6, pp. 539–552, 2003.

[90] J. Xi, P.W. Longest, and T. B.Martonen, “Effects of the laryngeal
jet on nano- and microparticle transport and deposition in
an approximate model of the upper tracheobronchial airways,”
Journal of Applied Physiology, vol. 104, no. 6, pp. 1761–1777, 2008.

[91] K.-H. Cheng, Y.-S. Cheng,H.-C. Yen, andD. L. Swift, “Measure-
ments of airway dimensions and calculation of mass transfer
characteristics of the human oral passage,” Journal of Biome-
chanical Engineering, vol. 119, no. 4, pp. 476–482, 1997.

[92] B. Grgic, W. H. Finlay, and A. F. Heenan, “Regional aerosol
deposition and flow measurements in an idealized mouth and
throat,” Journal of Aerosol Science, vol. 35, no. 1, pp. 21–32, 2004.

[93] J. Xi and P. W. Longest, “Transport and deposition of micro-
aerosols in realistic and simplified models of the oral airway,”
Annals of Biomedical Engineering, vol. 35, no. 4, pp. 560–581,
2007.

[94] F. Rengier, A. Mehndiratta, H. von Tengg-Kobligk et al., “3D
printing based on imaging data: review of medical applica-
tions,” International Journal of Computer Assisted Radiology and
Surgery, vol. 5, no. 4, pp. 335–341, 2010.

[95] H. Chrystyn, “Methods to identify drug deposition in the lungs
following inhalation,” British Journal of Clinical Pharmacology,
vol. 51, no. 4, pp. 289–299, 2001.

[96] D. Yi, A. Price, A. Panoskaltsis-Mortari, A. Naqwi, and T.
S. Wiedmann, “Measurement of the distribution of aerosols

among mouse lobes by fluorescent imaging,” Analytical Bio-
chemistry, vol. 403, no. 1-2, pp. 88–93, 2010.

[97] S. Eberl, H.-K. Chan, and E. Daviskas, “SPECT imaging for
radioaerosol deposition and clearance studies,” Journal of Aero-
sol Medicine: Deposition, Clearance, and Effects in the Lung, vol.
19, no. 1, pp. 8–20, 2006.

[98] M. S. Berridge, Z. Lee, andD. L.Heald, “Pulmonary distribution
and kinetics of inhaled [11C]triamcinolone acetonide,” Journal
of Nuclear Medicine, vol. 41, no. 10, pp. 1603–1611, 2000.

[99] M. M. Bailey and C. J. Berkland, “Nanoparticle formulations in
pulmonary drug delivery,” Medicinal Research Reviews, vol. 29,
no. 1, pp. 196–212, 2009.

[100] P. A. Schulte, V. Murashov, R. Zumwalde, E. D. Kuempel, and
C. L. Geraci, “Occupational exposure limits for nanomaterials:
state of the art,” Journal of Nanoparticle Research, vol. 12, no. 6,
pp. 1971–1987, 2010.










































































	1、申报简表-乔惠婷
	20160531简表签字盖章1.pdf
	20160531简表签字盖章2

	2-1、代表作全文1
	The three-dimensional shape analysis of the M1 segment of the middle cerebral artery using MRA at 3T
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Introduction
	Materials and methods
	Subjects
	MRA technique
	The three-view method
	The quantitative description of vessel projection
	Model reconstruction and validation

	Results
	Discussion
	Conclusion
	Appendix
	The functions for C-shape vessel projections
	The functions for S-shape vessel projections

	References


	2-2、代表作全文2
	A study of the metabolism of transplanted tumor in the lung by micro PET/CT in mice
	1 Introduction
	2 Materials and methods
	2.1 Experimental model
	2.2 In vivo scanning
	2.3 Data acquirement
	2.4 Model description
	2.5 Parameter estimation

	3 Results
	4 Discussion
	5 Conclusion
	Funding
	Conflict of interest statement
	Ethical approval
	References


	2-3、代表作全文3
	2-4、代表作全文4
	Modeling the excretion of FDG in human kidneys using dynamic PET
	Introduction
	Materials and methods
	Subjects
	PET scanning protocol
	Data acquirement
	Model description
	Urinary excretion of FDG and plasma clearance

	Results
	Parameters of model fit
	Confirmation of delay constant =t10
	Urinary excretion of FDG
	Plasma clearance of FDG

	Discussion
	Summary and conclusion
	Acknowledgements
	References


	2-5、代表作全文5
	4、图书馆出具的论文检索证明
	20160527211642071 25.pdf
	20160527211642071 27
	20160527211642071 29
	20160527211642071 31
	20160527211642071 33
	20160527211642071 35
	20160527211642071 37
	20160527211642071 39
	20160527211642071 41
	20160527211642071 43
	20160527211642071 45
	20160527211642071 47
	20160527211642071 49
	20160527211642071 51

	5、文章收录情况证明
	6、教学工作业绩水平证明表
	教学业绩审核1.pdf
	教学业绩审核2

	6-2、教学工作业绩水平证明材料
	蓝天新星证明.pdf
	6-2、教学工作业绩水平证明材料
	讲课比赛一等奖
	教学成果奖
	王丽斌国奖证书
	北航优秀实习成果


	9、科研与获奖情况认定表
	8、.pdf
	20160527211642071 71

	10、课题信息查询及相关证明材料
	20160527211642071 73.pdf
	20160527211642071 75

	11、其他获奖证明
	校优秀证明
	考核院优秀证明
	优秀党务工作者
	积极贡献奖
	best ppt
	2011学院优秀

	12、海外经历证明材料
	组合 6.pdf
	20160527211642071 91.pdf
	20160527211642071 93

	20160527211642071 95

	13、英语培训证明（职称英语免试）
	14、其他证明材料



