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The hippocampus plays important roles in memory processing. However, the hippo-
campus is not a homogeneous structure, which consists of several subfields. The
hippocampal subfields are differently affected by many neurodegenerative diseases, 
especially mild cognitive impairment (MCI). Amnestic mild cognitive impairment (aMCI) 
and subcortical vascular mild cognitive impairment (svMCI) are the two subtypes of MCI. 
aMCI is characterized by episodic memory loss, and svMCI is characterized by extensive 
white matter hyperintensities and multiple lacunar infarctions on magnetic resonance 
imaging. The primary cognitive impairment in svMCI is executive function, attention, and 
semantic memory. Some variations or disconnections within specific large-scale brain 
networks have been observed in aMCI and svMCI patients. The aim of this study was to 
investigate abnormalities in structural covariance networks (SCNs) between hippocam-
pal subfields and the whole cerebral cortex in aMCI and svMCI patients, and whether 
these abnormalities are different between the two groups. Automated segmentation of 
hippocampal subfields was performed with FreeSurfer 5.3, and we selected five hippo-
campal subfields as the seeds of SCN analysis: CA1, CA2/3, CA4/dentate gyrus (DG), 
subiculum, and presubiculum. SCNs were constructed based on these hippocampal 
subfield seeds for each group. Significant correlations between hippocampal subfields, 
fusiform gyrus (FFG), and entorhinal cortex (ERC) in gray matter volume were found in 
each group. We also compared the differences in the strength of structural covariance 
between any two groups. In the aMCI group, compared to the normal controls (NC) 
group, we observed an increased association between the left CA1/CA4/DG/subiculum 
and the left temporal pole. Additionally, the hippocampal subfields (bilateral CA1, left 
CA2/3) significantly covaried with the orbitofrontal cortex in the svMCI group compared 
to the NC group. In the aMCI group compared to the svMCI group, we observed 
decreased association between hippocampal subfields and the right FFG, while we also 
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observed an increased association between the bilateral subiculum/presubiculum and 
bilateral ERC. These findings provide new evidence that there is altered whole-brain 
structural covariance of the hippocampal subfields in svMCI and aMCI patients and 
provide insights to the pathological mechanisms of different MCI subtypes.

Keywords: hippocampal subfields, amnestic mild cognitive impairment, subcortical vascular mild cognitive 
impairment, structural covariance networks, Mri

inTrODUcTiOn

The hippocampus is part of the limbic system. It plays important 
roles in memory processing, especially spatial memory (1). 
Studies have shown that the hippocampus can be affected by a 
variety of neurological diseases such as epilepsy and schizophre-
nia (2, 3). Importantly, hippocampal disruption is an early sign  
of Alzheimer’s disease (AD) and other forms of dementia (4).

However, the hippocampus is not a homogeneous struc-
ture, which consists of several subfields, specifically the cornu 
ammonis (CA) areas 1–4, the dentate gyrus (DG), the subicu-
lum, and the presubiculum (5). The hippocampus subfields have 
distinct anatomy and functions (6). Notably, evidence supports 
the distinct connectivity between hippocampal subfields and 
other brain regions. The major input to the hippocampus is the 
performant path, coming from the entorhinal cortex (ERC) that 
connects with the DG and CA3 pyramidal neurons. In addition, 
the efferent fibers, which may originate from CA or subiculum, 
terminate in many brain regions (e.g., entorhinal area, posterior 
cingulate, medial frontal cortex, and gyrus rectus) (7). Previous 
studies reported that the hippocampal subfields were differently 
affected by many neurodegenerative diseases, especially mild 
cognitive impairment (MCI) (8, 9).

Mild cognitive impairment is a diagnosis given to older adults 
who have cognitive impairments but that does not interfere 
significantly with their daily activities (10). It is regarded as the 
transitional stage between normal aging and dementia. Amnestic 
mild cognitive impairment (aMCI) and subcortical vascular mild 
cognitive impairment (svMCI) are two subtypes of MCI, both 
associated with deficits in multiple cognitive domains, with the 
same chief complaints in memory deficits, but the pathogenesis 
of aMCI and svMCI are different (11, 12). The aMCI is character-
ized by episodic memory loss (13) and represents the prodromal 
stage of AD (14, 15). The svMCI is regarded as a prodromal 
stage of subcortical vascular dementia, showing extensive white 
matter hyperintensities and multiple lacunar infarctions on 
magnetic resonance imaging (16). The cognitive impairment 
of svMCI is mainly manifested in executive function, attention, 
and semantic memory (17–19). Importantly, some variations or 
disconnections within specific large-scale brain networks were 
observed in aMCI and svMCI patients (20–24). For example, 
patients with aMCI showed a pattern of brain disconnection 
between the posterior cingulate cortex (PCC), the medial 
prefrontal cortex (PFC), and the rest of the brain (21). A few 
studies have reported that aMCI patients were characterized 
by aberrance in resting-state functional connectivity of specific 
hippocampal subregions (such as DG and subiculum) (25, 26). 

Additionally, svMCI patients presented extensive decreased 
functional connectivity density and functional amplitude of 
spontaneous low-frequency oscillations in the medial PFC (22). 
However, it is unknown whether aMCI and svMCI patients have 
abnormalities in structural connections between hippocampal 
subfields and the cerebral cortex and whether these abnormali-
ties are different between aMCI and svMCI.

Structural covariance networks (SCNs), based on voxel-based 
morphometry (VBM), generate a map of correlation between 
the gray matter (GM) volume of a region of interest and the 
other regions (27, 28). SCNs are regarded as the potential tool 
to reflect developmental coordination or synchronized matura-
tion between regions of the brain (29). In addition, SCN analysis 
has been successfully applied to obtain the abnormality in brain 
connectivity in some neuropsychiatric disorders (30–32). In this  
study, SCNs were employed to characterize the structural con-
nections between hippocampal subfields and the cerebral cortex. 
We selected five hippocampal subfields using an automated seg-
mentation method as seeds to build the SCNs in aMCI patients, 
svMCI patients, and normal controls (NC). Finally, we compared 
the differences in strength of structural covariance between 
groups.

MaTerials anD MeThODs

Participants
Patients with svMCI and aMCI were recruited through the 
memory clinic of the neurology department of Xuanwu Hospital, 
Capital Medical University, Beijing, China. Two experienced 
neurologists diagnosed all patients using the Petersen criteria 
(33). Healthy controls were recruited from the local community 
through advertisements. Subjects were excluded if they had the 
following clinical characteristics: (i) depressive symptoms with 
a Hamilton Depression Rating Scale score >  24; (ii) non-MCI 
disease that cause cognitive impairments, such as psychiatric 
disease, systemic disease, or alcohol or drug abuse; (iii) factors 
that would make neuropsychological testing infeasible, such as 
visual abnormalities, severe aphasia, or motor disorders. Written 
informed consent was obtained from all participants. According 
to the diagnostic criteria and exclusion criteria, there were 29 
svMCI patients, 33 aMCI patients, and 36 NC subjects included 
in this study. All participants received a standardized clinical 
evaluation protocol including a global cognitive functioning 
test [i.e., Mini Mental Status Examination (MMSE)] and other 
cognitive assessments (i.e., AVLT). Table  1 shows the detailed 
demographic characteristics of the participants. This study was 
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FigUre 1 | Right hippocampal subfield segmentation for one normal  
control subject. From left to right: cross-sectional slice of an MRI scan and 
corresponding automated segmentation of five subfields. Abbreviations: CA, 
cornu ammonis; DG, dentate gyrus; Presub, presubiculum; Sub, subiculum.

TaBle 1 | Demographics of participants [mean ± SD (range)].

nc (n = 36) svMci (n = 29) aMci (n = 33)

Gender (M/F) 16/20 11/18 13/20
Age (years) 62.5 ± 6.6 (46–76) 63 ± 8.7 (46–77) 66 ± 8.4 (51–80)
Years of  
education

9.9 ± 4.6 (0–17) 8.6 ± 3.7 (0–17) 10.8 ± 4.1 (0–18)

AVLT-immediate 
recall

8.8 ± 1.9 (5.3–13.7) 6.9 ± 1.9 (3.3–10.3)* 6.0 ± 1.5 (3.3–9)*

AVLT-delayed 
recall

9.39 ± 3.26 (0–15) 6.2 ± 3.0 (0–13)* 3.5 ± 3.0 (0–12)*

AVLT- 
recognition

11.17 ± 2.68 (3–15) 10.07 ± 2.4 (3–14) 7.1 ± 4.2 (3–14)

MMSE 27.3 ± 2.3 (21–30) 25.6 ± 3.4 (16–30) 24.9 ± 3.1 (17–30)*
MoCa 26.0 ± 3.5 (15–30) 19.9 ± 3.9 (13–26)* 19.7 ± 4.1 (11–26)*

ANOVA was performed, followed by Bonferroni post hoc analysis.
*P < 0.05 between NC and svMCI or aMCI.
NC, normal controls; svMCI, vascular mild cognitive impairment; aMCI, amnestic mild 
cognitive impairment; AVLT, auditory verbal learning test; MMSE, Mini Mental Status 
Examination; MoCa, Montreal Cognitive Assessment.
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approved by the medical research ethics committee and the 
institutional review board of Xuanwu Hospital, Capital Medical 
University, Beijing, China.

image acquisition
Structural MR images were acquired using sagittal magnetization-
prepared rapid gradient echo (MP-RAGE) three-dimensional 
T1-weighted imaging sequence on a 3.0  T Siemens scanner 
at Xuanwu Hospital, Capital Medical University. The image 
parameters included repetition time (TR) = 1,900 ms; echo time 
(TE) = 2.2 ms; inversion time = 900 ms; flip angle = 9°; field of 
view = 224 mm × 256 mm; matrix size = 448 × 512; 176 slices; 
and slice thickness = 1.0 mm.

segmentation of hippocampal subfields
Automated segmentation of the hippocampal subfields was 
performed with the hippo-subfields module in FreeSurfer 
version 5.3,1 which uses the Bayesian statistical model built 
from manual segmentation of the right hippocampus in 
0.38 mm × 0.38 mm × 0.8 mm in vivo MRI scans in 10 subjects 
(34). The results consisted of a collection of images that indicated 
each voxel’s posterior probability of belonging to different sub-
regions in native space. By maximizing the posterior probability 
of the different subregions, the hippocampus of each subject was 
segmented to seven subfields: CA1, CA2/3, CA4/DG, presubicu-
lum, subiculum, fimbria, and the hippocampal fissure. Previous 
research has reported that the fimbria and the hippocampal 
fissure showed relatively lower segmentation accuracies than 
other subfields (35, 36). Importantly, because the fimbria 
(white matter) and hippocampal fissure (cerebrospinal fluid) 
did not belong to GM, they were discarded in the subsequent 
SCN analysis. There is an illustration for the right hippocampal 
subfield segmentations for one NC subject in Figure 1.

image Processing
First, non-uniformity intensity correction of the structural mag-
netic resonance imaging data was performed with FreeSurfer. 

1 http://freesurfer.net.

Then, the results after NU intensity correction were analyzed 
using Statistical Parametric Mapping software package in 
MATLAB (SPM122). Following the inspection of image quality, 
we used VBM (VBM8 toolbox3) to extract the GM volume map 
of each subject (37). Additionally, we employed a spatially adap-
tive non-local denoising filter (38) and a hidden Markov random 
field model (39) to reduce the impact of noise in the GM volume 
map. Then, the images were transformed into the DARTEL 
template (40) from the Montreal Neurological Institute (MNI) 
space through the high-dimensional diffeomorphic anatomi-
cal registration using the exponentiated lie algebra (DARTEL) 
approach, which is a non-linear spatial normalization method. 
Subsequently, the voxel values were modulated to preserve 
regional volume information using the Jacobian determinants 
(41). Finally, we smoothed the modulated images using Gaussian 
Kernel specified in 12 mm full width at half maximum.

Definition of seed regions
For each subject, the deformation field derived from the NU 
intensity corrected image to normalized image was applied to 
the hippocampal subfields’ label image in native space. To reduce 
the possible impact of segmentation inaccuracy on subsequent 
analysis, the transformed hippocampal subfield labels were 
combined for all subjects and the 100% overlapped regions were 

2 http://www.fil.ion.ucl.ac.uk/spm.
3 http://www.neuro.uni-jena.de/vbm/.
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FigUre 2 | The seed regions compared to probabilistic atlases. At the top of the figure, the seeds are shown in Montreal Neurological Institute space. In the lower 
part of the figure, the probabilistic atlases are viewed in heat color maps, and the volumes of seeds are overlaid with black color. Abbreviations: CA, cornu ammonis; 
DG, dentate gyrus; Presub, presubiculum; Sub, subiculum.
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selected. Then, these regions on each side were masked using 
the hippocampal label from the Harvard-Oxford subcortical 
structural atlas. Additionally, if there existed overlap for any two 
hippocampal subfields, the overlapped regions were removed. 
After that, the seed region for each hippocampal subfield was 
defined in MNI space. All the seed regions (in black color) were 
overlaid to the probabilistic atlas (in Heat color) of hippocampal 
subfields (34), as shown in Figure  2. The seeds almost located 
within the atlas.

construction of structural covariance 
networks
For each group, the strength of structural covariance between 
each subfield seed and all other regions across the whole brain 
were obtained by applying multiple regression models in SPM12 
to perform a voxel-based statistical analysis on the smoothed 
and modulated GM image. We imported the extracted mean 

GM volume from each seed as a covariate. As the age and gender 
would influence the GM volumes, we removed the effects of 
gender and age on the structural covariance networks by enter-
ing them as confounding covariates. The resulting covariance 
patterns were employed with thresholds at P < 0.05 with the false 
discovery rate (FDR) correction and reserved positive covari-
ance. Finally, the results were displayed on the MNI template in 
the BrainNet Viewer software4 (42).

Between-group Differences in the 
structural association
Many studies have indicated that the different slopes for any pair 
of voxels may represent the difference in their structural associa-
tion (43, 44). To evaluate the difference in strength of structural 
covariance between groups, we performed a between-group 

4 http://www.nitrc.org/projects/bnv/.
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analysis of slopes. The analysis used a multiple classic interaction 
linear model:

 y = β + ( × ) ε0 1 2 3 4β β β β βX G G X+ + + + +Age Gender5  

G was used as a grouping variable, and two groups were put 
into the same model, where G = 1 for the one group, and G = 0 
for another group. The gender and age may affect the association 
of two voxels, so they were considered as independent variables 
in a linear model, where X represented the averaged GM volume 
in each seed, and y represented the GM volumes of each voxel in 
whole brain. Then, the linear regression model between y and X 
was adjusted by adding a gender term Gender, an age term Age, 
a group term G, and an interaction term G × X. Specific t-value 
contrasts were established to map the significant different voxels 
in slopes between any two groups. The significant differences 
between groups were obtained based on the two-tailed Gaussian 
random field (GRF) correction, with a voxel level of P < 0.01 
and a cluster level of P < 0.05.

resUlTs

Demographics
Table  1 shows demographics of the healthy controls, svMCI 
patients, and aMCI patients. There were no significant dif-
ferences in sex, age, and years of education between groups. 
However, significant differences between groups were found 
in the AVLT-immediate recall (F =  12.059, P <  0.001), AVLT-
delayed recall (F = 11.501, P < 0.001), AVLT-recognition recall 
(F  =  2.804, P  =  0.066), MMSE (F  =  3.3765, P  =  0.27), and 
Montreal Cognitive Assessment (F = 27.276, P < 0.001) through 
one-way analysis of variance. The following post hoc test revealed 
that AVLT-immediate recall, AVLT-delayed recall, and MoCa in 
patients of aMCI and svMCI were significantly lower than scores 
in controls. In addition, the score of MMSE was significantly 
lower in the aMCI group than in the control group, but there was 
no significant difference in score of MMSE between the svMCI 
and NC groups.

structural covariance networks  
Within groups
The SCN patterns of the left and right hippocampal subfields in 
the three groups are shown in Figures 3 and 4, respectively. Each 
of the hippocampal subfield seed regions covaried with the ERC 
and fusiform gyrus (FFG) among the three groups. The regions 
showing significant correlations with hippocampal subfields were 
relatively larger in the aMCI group than the svMCI group and 
NC group.

Structural Covariance Networks in the aMCI Group
Left
In the aMCI group, in addition to the ERC and FFG, the left CA1 
covaried with the left temporal pole (TP), right angular gyrus, 
subcallosal cortex, and thalamus. For the left CA2/3 network, 
the structural maps involved the ERC and FFG, subcallosal 
cortex, thalamus, and angular gyrus. The left CA4/DG correlated 
regions were similar to the regions in the left CA2/3 network in 

the aMCI group, but it additionally included the right superior 
frontal gyrus. For the aMCI group, the left subiculum and left 
presubiculum covariance maps involved the left TP, subcallosal 
cortex, thalamus, superior and middle frontal gyrus, right middle 
occipital gyrus, and bilateral angular gyrus.

Right
In the aMCI group, the right CA1 covaried with the ERC and 
FFG, right TP, PCC, and angular gyrus. CA2/3 showed significant 
correlation with entorhinal areas, thalamus, bilateral TP, middle 
frontal gyrus, PCC, and angular gyrus. The CA4/DG correlated 
regions were similar to the regions covaried with the right CA2/3 
subfield in the aMCI group. For the right presubiculum networks, 
the covariance maps of the right presubiculum involved entorhi-
nal areas, thalamus, bilateral TP, PCC, and angular gyrus. The 
subiculum showed significant covariance with the ERC, FFG, and 
right angular gyrus.

Structural Covariance Networks in the svMCI Group
Left
The left CA1 showed significant correlations with the ERC, FFG, 
superior occipital gyrus, orbitofrontal cortex (OFC), and right 
TP in the svMCI group. The covariance maps of the left CA2/3 
involved the FFG, right TP, OFC, occipital pole, and entorhinal 
areas in the svMCI group. The left CA4/DG covariance maps were 
similar to the covariance maps of the left CA2/3 in the svMCI 
group. In the svMCI group, the maps of the left presubiculum and 
left subiculum were virtually identical, and the covaried regions 
included the FFG, ERC, fusiform, and right TP.

Right
The right CA1 covaried with the ERC, FFG, superior occipital 
gyrus, right TP, and OFC in the svMCI group. The right CA2/3 
covaried with entorhinal areas, right TP, and superior occipital 
gyrus. The right CA4/DG covaried with entorhinal areas, fusi-
form, right TP, superior occipital gyrus, and subcallosal cortex. 
The regions covaried with the right presubiculum were similar 
to those regions connected with the right CA4/DG subfield in 
the svMCI group. In addition, the covariance maps of the right 
subiculum hippocampal subfields involved entorhinal areas, 
fusiform, right TP, and superior occipital gyrus.

Structural Covariance Networks in the NC Group
Left
The left CA1 covaried with the bilateral ERC and FFG in the NC 
group. In addition to the ERC and FFG, the covariance regions 
with the left CA2/3 also included the left precuneus cortex. 
The left CA4/DG covariance maps were extremely similar to 
the maps of the left CA1 subfield in the NC group. For the left 
subiculum and left presubiculum networks, both covariance 
maps involved the left precentral gyrus, FFG, and ERC in NC 
subjects.

Right
The right CA1 covaried with the ERC and FFG in the NC group. 
In addition to the ERC and FFG, the covariance regions with 
the right CA2/3 also involved the right OFC. The right CA4/DG 
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FigUre 3 | Structural covariance networks of left hippocampal subfields in the three groups. Statistical maps of regions significantly correlated with the seed  
region in each group. The results are presented as CC values (P < 0.05, false discovery rate corrected). Abbreviations: L, left; R, right; CC, correlation coefficient; 
NC, normal controls; svMCI, vascular mild cognitive impairment; aMCI, amnestic mild cognitive impairment; CA, cornu ammonis; DG, dentate gyrus; Presub, 
presubiculum; Sub, subiculum.
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FigUre 4 | Structural covariance networks of right hippocampal subfields in the three groups. Statistical maps of regions significantly correlated with the seed 
region in each group. The results are presented as CC values (P < 0.05, false discovery rate corrected). Abbreviations: L, left; R, right; CC, correlation coefficient; 
NC, normal controls; svMCI, subcortical vascular mild cognitive impairment; aMCI, amnestic mild cognitive impairment; CA, cornu ammonis; DG, dentate gyrus; 
Presub, presubiculum; Sub, subiculum.
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correlated regions included the ERC and FFG in the NC group. 
The right presubiculum showed significant correlations with the 
right OFC, FFG, and ERC in NC subjects. The right subiculum 
covaried with the ERC and FFG.

significant Difference in the structural 
associations Between groups
aMCI Group vs. NC Group
There were some significant differences observed between the 
aMCI group and NC group when the strength of the structural 
correlations was considered (Table  2; Figure  5). There was a 
significant increased association between the hippocampal 
subfields and other brain regions that was found in the aMCI 
group compared to the NC group. The left CA1, left CA4/DG, 
left presubiculum, and left subiculum showed increased covari-
ance with the left pole in the aMCI group compared to NC.  

In addition, increased significant covariance was found 
between the left CA1/left subiculum and left postcentral gyrus 
(POG), right CA2/3 and right middle/inferior temporal gyrus 
(ITG), and right CA1 and left angular gyrus in the aMCI group 
compared to the NC group.

svMCI Group vs. NC Group
The significant differences of the association slope between 
the svMCI group and the NC group are shown in Table 2 and 
Figure 6. There were significant increased associations between 
the bilateral CA1/left CA2/3 and OFC in the svMCI group 
compared to the NC group. Then, the left presubiculum showed 
increased covariance with the right FFG in the aMCI group 
relative to the svMCI group. The right CA1 showed increased 
covariance with the right prefrontal gyrus in the svMCI group 
compared to the NC group.
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TaBle 2 | Significant between-group differences in structural association between selected regions of interest and other cortical areas.

contrast seed Ba region Mni coordinates Peak intensity cluster size (voxels)

X Y Z

aMci vs. nc
aMCI > NC L_CA1 21/20 L TP −60 6 −23 3.58 3,132

L_CA1 3/4/6 L POG/PRG −47 −23 63 3.75 1,472
L_CA4/DG 21/20 L TP −59 6 −23 3.49 2,047
L_presubiculum 21/20 L TP −57 9 −26 3.44 5,562
L subiculum 3/4/6 L POG/PRG −50 −23 60 3.93 1,796
L subiculum 21/20 L TP −57 8 −23 3.63 3,135
R_CA1 40/39 L ANG/SMG −51 −51 15 3.76 1,594
R_CA2/3 21/20 R MTG/ITG 53 −33 −17 3.71 1,386

svMci vs. nc
svMCI > NC L_CA1 11/10 OFC −8 39 −23 4.23 2,359

R_CA1 11/10 OFC −8 39 −17 3.91 2,432
R_CA1 10 R PFC 36 62 11 3.99 1,657
L_CA2/3 11 OFC −5 41 −24 3.91 1,564
L_presubiculum 36/37 R FFG 35 −33 −14 4.05 2,261

aMci vs. svMci
aMCI > svMCI L_presubiculum 34/28/35 L ERC/PRC −11 −6 −21 4.58 1,653

L_subiculum 34/28/35 L ERC/PRC −11 −5 −21 4.17 1,811
R_prsubiculum 34/28/35 R ERC/PRC 15 −9 −21 4.37 1,188
R_subiculum 34/28/35 R ERC/PRC 15 −9 −26 3.79 1,214

svMCI > aMCI L_CA4/DG 36/37 R FFG 35 −33 −17 4.36 1,403
L_presubiculum 36/37 R FFG 27 −33 −14 4.32 1,987
L_subiculum 36/37 R FFG 38 −38 −11 4.59 2,208

The regions listed showed significant between-group differences (Gaussian random field-corrected at voxel level: P < 0.01 and cluster level: P < 0.05), and peak coordinates are 
reported in standard MNI space.
BA, Brodmann area; L, left; R, right; NC, normal controls; svMCI, vascular mild cognitive impairment; aMCI, amnestic mild cognitive impairment; CA, cornu ammonis; DG, dentate 
gyrus; ERC, entorhinal cortex; FFG, fusiform gyrus; TP, temporal pole; MTG, middle temporal gyrus; ITG, inferior temporal gyrus; POG, postcentral gyrus; PRG, precentral gyrus; 
PRC, perirhinal cortex; OFC, orbitofrontal cortex; PFC, prefrontal cortex; SMG, supramarginal gyrus; ANG, angular gyrus.
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aMCI Group vs. svMCI Group
As shown in Table  2 and Figure  7, there were significant 
increased associations between several hippocampal subfields 
(bilateral presubiculum, bilateral subiculum) and the bilateral 
ERC in the aMCI group compared to the svMCI group. Then, left 
hippocampal subfields mostly showed decreased covariance with 
the right FFG in the aMCI group relative to the svMCI group.

DiscUssiOn

In this study, we selected hippocampal subfields as seeds to build 
SCNs among three groups. Specifically, hippocampal subfields 
correlated with the TP, thalamus, subcallosal cortex, and posterior 
cingula cortex in the aMCI group, while hippocampal subfields 
significantly covaried with the OFC in the svMCI group. Finally, 
we compared the differences in strength of structural covari-
ance between groups. The results demonstrated that there were 
abnormal structural associations between hippocampal subfields 
and the cerebral cortex in aMCI and svMCI patients, and these 
abnormalities were different between them.

structural covariance networks  
Within groups
In our study, positive correlations between hippocampal subfields 
and FFG, and ERC in GM volume were found in each group.  

To some extent, these positive correlations suggested synchro-
nous GM changes in these regions (29, 32). The ERC and FFG 
are anatomically adjacent to the hippocampus. Importantly, there 
were many intrinsic connections between the hippocampus, 
ERC, and FFG (7).

All the hippocampal subfields showed significantly positive 
structural covariance with the thalamus in the aMCI group. 
A previous study reported atrophy of the thalamus in aMCI 
patients (45). The positive structural covariance could be 
explained by the synchronous atrophy between the thalamus 
and hippocampus in the aMCI group. The subiculum and 
entorhinal cortices were found to project to the thalamus (1). 
There were many disruptions in the thalamus functional con-
nectivity in aMCI including thalamo-hippocampus, thalamo-
temporal, thalamo-visual, and thalamo-default network (46). 
Some cognitive impairments in aMCI, such as visual–spatial 
perception syndrome and visual hallucinations, may be due 
to thalamus atrophy and abnormalities in thalamus-related 
networks.

We also observed positive structural associations between 
the left hippocampal subfields and subcallosal cortex in the 
aMCI group. This suggested right subcallosal cortex atrophy in 
aMCI patients (47). In addition, significant correlations between 
cognitive scores on the episodic memory task and increased 
functional connectivity between the subcallosal cortex and 
hippocampus were found in aMCI patients (48). This indicated 
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FigUre 5 | Significant between-group differences in structural association for aMCI and NC. A cluster showing significant structural difference (Gaussian random 
field-corrected at voxel level: P < 0.01 and cluster level: P < 0.05) between aMCI and NC is presented on the right, and a plot of slope differences between the  
seed region and cluster region is presented on the left. Abbreviations: L, left; R, right; NC, normal controls; aMCI, amnestic mild cognitive impairment; CA, cornu 
ammonis; DG, dentate gyrus; Presub, presubiculum; Sub, subiculum; TP, temporal pole; POG, postcentral gyrus; ANG, angular gyrus.

FigUre 6 | Significant between-group differences in structural association for svMCI and NC. A cluster showing significant structural difference (Gaussian random 
field-corrected at voxel level: P < 0.01 and cluster level: P < 0.05) between svMCI and NC is presented on the right, and a plot of slope differences between the 
seed region and cluster region is presented on the left. Abbreviations: L, left; R, right; NC, normal controls; svMCI, subcortical vascular mild cognitive impairment; 
CA, cornu ammonis; DG, dentate gyrus; Presub, presubiculum; Sub, subiculum; OFC, orbitofrontal cortex; PFC, prefrontal cortex; FFG, fusiform gyrus.
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that the abnormal structural correlations in the subcallosal cor-
tex could be related to the observed memory deficits in aMCI 
patients.

We found significantly positive structural associations 
between the right hippocampal subfields and PCC in the aMCI 

group. Many histopathological (49), structural (50), and func-
tional imaging (51, 52) studies consistently reported that the PCC 
was an important structure in the pathophysiology of AD and 
aMCI. Importantly, the functional disconnection of hippocampal 
subregions and PCC may be a main factor of impaired episodic 
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memory in aMCI (20). Because the developmental trajectory 
of the structural network may associate with its functional spe-
cialization (53), the abnormality between PCC and hippocampal 
subfields may underpin the episodic memory deficits observed 
in aMCI.

significant Differences in scns  
Between groups
We observed that the increased connections between the right 
FFG and left presubiculum were stronger in svMCI than in the 
aMCI and NC groups. Previous studies have shown FFG atrophy 
in svMCI patients (24, 54). The FFG is related to semantic pro-
cessing (55). Thus, the abnormal structural correlations between 
hippocampal subfields and the FFG could have an effect on the 
reduced capacity for semantic memory. Our results indicated that 
abnormality between the hippocampal subfields and FFG was 
distinct in svMCI, which was characterized by the main deficit of 
semantic memory compared to aMCI.

In the aMCI group, compared to the svMCI group, we observed 
an increased association between the bilateral presubiculum/
subiculum and the ERC. The pathway from CA1 to the subiculum 
and projections to the ERC form the principal output from the 
hippocampus. The connections between CA1, subiculum, and 
ERC were associated with episodic memory processing (26). 
Therefore, the synchronous atrophy in the ERC and hippocam-
pal subregions may suggest the disruption of episodic memory 
distinctly in aMCI patients.

The left CA1/CA4/DG/subiculum showed significantly 
increased structural association with the left TP in aMCI 
patients compared to NC. The stronger structural covari-
ance potentially indicates synchronous GM changes in these 
regions affected by the disease (29). Thus, we speculate that 
the increased structural covariance between hippocampal 
subfields and the temporal gyrus suggests synchronous atro-
phy in the aMCI group. Several studies have shown atrophy in 
the temporal gyrus, especially in the medial and ITG, which 
supports our results (8, 56). The TP is associated with both 
social and emotional processes, which mainly involves face 
recognition and theory of mind (57). Chen et al. also indicated 
decreased connectivity between the middle hippocampus and 
middle temporal gyrus (MTG) in functional connectivity (26). 
We assumed that the synchronous atrophy between the hip-
pocampus and MTG could explain the disrupted functional 
connectivity between them.

We also observed increased structural associations between 
the left CA1/subiculum and left POG in aMCI compared to 
NC. Left POG atrophy was reported in aMCI patients (58). 
Additionally, NC subjects had greater activations than aMCI 
patients during “Binds,” which probe object memory in the 
left POG, and our findings on the abnormal structural correla-
tion with the left POG could be related to early signs of object 
memory deficits in aMCI patients (53).

In addition, bilateral CA1 and left CA2/3 showed significantly 
positive associations with the OFC in the svMCI group compared 

FigUre 7 | Significant between-group differences in structural association for aMCI and svMCI. A cluster showing significant structural difference (Gaussian random 
field-corrected at voxel level: P < 0.01 and cluster level: P < 0.05) is presented on the right, and a plot of slope differences between the seed region and cluster 
region is presented on the left. Abbreviations: L, left; R, right; aMCI, amnestic mild cognitive impairment; svMCI, subcortical vascular mild cognitive impairment;  
CA, cornu ammonis; DG, dentate gyrus; Presub, presubiculum; Sub, subiculum; ERC, entorhinal cortex; FFG, fusiform gyrus.
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The hippocampus plays an important role in memory function relying on information
interaction between distributed brain areas. The hippocampus can be divided into the
anterior and posterior sections with different structure and function along its long axis.
The aim of this study is to investigate the effects of normal aging on the structural
covariance of the anterior hippocampus (aHPC) and the posterior hippocampus (pHPC).
In this study, 240 healthy subjects aged 18–89 years were selected and subdivided
into young (18–23 years), middle-aged (30–58 years), and older (61–89 years) groups.
The aHPC and pHPC was divided based on the location of uncal apex in the MNI
space. Then, the structural covariance networks were constructed by examining their
covariance in gray matter volumes with other brain regions. Finally, the influence of age
on the structural covariance of these hippocampal sections was explored. We found
that the aHPC and pHPC had different structural covariance patterns, but both of them
were associated with the medial temporal lobe and insula. Moreover, both increased and
decreased covariances were found with the aHPC but only increased covariance was
found with the pHPC with age (p < 0.05, family-wise error corrected). These decreased
connections occurred within the default mode network, while the increased connectivity
mainly occurred in other memory systems that differ from the hippocampus. This study
reveals different age-related influence on the structural networks of the aHPC and pHPC,
providing an essential insight into the mechanisms of the hippocampus in normal aging.

Keywords: network, structural covariance, normal aging, anterior hippocampus, posterior hippocampus, MRI

INTRODUCTION

With the population aging, understanding normal brain changes are as important as understanding
demented diseases. Memory decline is a typical characteristic of normal aging. The hippocampus
is considered critical in human memory and spatial navigation (Scoville and Milner, 1957; Buzsáki
and Moser, 2013). Evidence suggests that hippocampal volume changes throughout the lifespan,
which stays relatively stable until the age of 60 shows a sharp decline (Raz et al., 2010; Schuff et al.,
2012; Fjell et al., 2013). Functional imaging studies have revealed and hypometabolism (de Leon
et al., 2001; Wu et al., 2008) of the hippocampus in aging. Moreover, a reduced fractal dimension
of hippocampal dynamics with age was reported (Goldberger et al., 2002; Wink et al., 2006).
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The hippocampus differs in structure and function along
its longitudinal axis (Poppenk et al., 2013). The anterior
hippocampus (aHPC) and posterior hippocampus (pHPC) vary
in pyramidal cell density (Babb et al., 1984; King et al., 2008) and
have different developmental trajectories (DeMaster et al., 2014).
Compared with young adults, both the aHPC and the pHPC
showed volumetric atrophy in old adults (Pruessner et al., 2001;
Chen et al., 2010; Rajah et al., 2010), and their rates of atrophy
were different (Malykhin et al., 2008; Chen et al., 2010). Besides,
an fMRI study reported the functional connectivity of the aHPC
and pHPC were differentially affected in aging (Damoiseaux et al.,
2016).

For structural connectivity, the structural covariance network
(SCN) approach provides an effective way to characterize inter-
regional structural covariance pattern of gray matter (GM)
morphological properties (Mechelli et al., 2005; Modinos et al.,
2009; Seeley et al., 2009; Zielinski et al., 2010; Montembeault
et al., 2012; Li et al., 2013; DuPre and Spreng, 2017). The
GM morphological covariance may result from direct white
matter connection or neuronal co-activation (Alexander-Bloch
et al., 2013). Studies have revealed a consistency among SCNs,
anatomical connectivity networks, and functional connectivity
networks, which provides strong support for using SCN mapping
approach to assess network integrity. Age-related alteration of
structural covariance in sensorimotor and cognitive networks has
been found (Montembeault et al., 2012; Li et al., 2013). However,
the effects of aging on the structural covariance of the aHPC
and pHPC remain to be studied, which may provide insights
into the hippocampal-related mechanism of aging and demented
diseases.

In this study, we utilized a seed-based SCN approach to
investigate the anterior and posterior hippocampal structural
networks in 240 healthy subjects that were subdivided into young,
middle-aged, and elderly groups. We first defined aHPC and
pHPC based on the location of uncal apex in the MNI space.
Then, we identified the SCNs seeding from aHPC and pHPC
and compared the structural covariance differences between age
groups. We expected the SCNs of the aHPC and pHPC have
different patterns and were differently affected by age.

MATERIALS AND METHODS

Participants
The MRI data were obtained from the publicly available Open
Access Series of Imaging Studies (OASIS) database (Marcus et al.,
2007). The OASIS database consists of 416 subjects aged 18–96,
including 100 mild dementia and 316 healthy subjects. Based
on the age distribution of the OASIS database, we selected 240
participants from the healthy subcohort and grouped them into
young (18–23 years), middle-aged (30–58 years), and elderly (61–
89 years) groups, with 80 participants in each group (see Table 1).
All the subjects are right-handed and cognitively normal, with
the Mini-Mental State Examination scores (Folstein et al., 1975)
above 29 and the Clinical Dementia Rating scores (Folstein et al.,
1975) equal zero. The same group of subjects was used in our
previous study (Li et al., 2013).

Data Acquisition
All MRI scans were performed on 1.5 Tesla Siemens scanners. For
each individual, three to four T1-weighted images were acquired
using a magnetization-prepared rapid gradient echo (MPRAGE)
sequence with the following parameters: repetition time = 9.7 ms;
echo time = 4 ms; inversion time = 20 ms; delay time = 200 ms;
flip angle = 10◦; matrix = 256 × 256; field of view = 256 mm;
slices = 128; slice thickness = 1.25 mm. After motion corrected,
the images of each subject were averaged to improve the contrast-
to-noise ratio.

Image Preprocessing
We used the VBM8 toolbox1 runs within SPM8 to implement
voxel-based morphometry analysis (Ashburner and Friston,
2000) of the structural images. The acquired anatomical images
were tissue classified into GM, white matter and cerebrospinal
fluid images using tissue priors. Then, the segmented images
were bias corrected and registered to a standard space using
an affine transformation and a high-dimensional non-linear
registration approach (Ashburner and Friston, 2005). Next,
modulation of the segmented images was performed to correct
for different individual brain size by using the non-linear
registration parameters. Finally, the modulated GM segments
were smoothed using an isotropic 12 mm full-width at half
maximum Gaussian kernel for the structural covariance analysis.

Definition of the Hippocampal Seeds
Following previous studies (Poppenk et al., 2013; Persson
et al., 2014), we adopted a MNI-coordinate-based segmentation
method to partition the hippocampus. The hippocampus was
identified using the Harvard-Oxford subcortical structural atlas
(Desikan et al., 2006) from the FSL Software Library (Smith et al.,
2004). Next, the left and right hippocampi were divided into the
anterior and posterior sections separately based on the location of
uncal apex in the MNI space (i.e., Y = −21 mm) (Poppenk et al.,
2013). To avoid contamination effects between the aHPC and the
pHPC, we removed a 2-mm coronal slice from each of the two
adjacent ends (see Figure 1). For each subject, we measured the
mean volumes of the hippocampal subfields from the modulated
GM images using the MarsBar ROI toolbox2. Then a quadratic
regression model was used to investigate age effects on the mean
volumes of the anterior and posterior hippocampal segments. We
also assessed the age-related hippocampal volumetric dispersion.
To do so, for age = t, we calculated the variance of hippocampal
volumes of subjects with age ∈ [t−2, t+2] and examined its
quadratic relationship with age.

1http://www.neuro.uni-jena.de/vbm/
2http://marsbar.sourceforge.net/

TABLE 1 | Participant characteristics by age group.

Group Sample size (Females) Age in years (mean ± SD)

Young 80 (50) 18–23 (20.66 ± 1.47)

Middle-aged 80 (50) 30–58 (47.43 ± 8.23)

Old 80 (55) 61–89 (73.75 ± 7.12)
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FIGURE 1 | Illustration of the anterior and posterior hippocampal seeds.
aHPC, anterior hippocampus; pHPC, posterior hippocampus.

Structural Covariance Analysis
Four separate regression analyses were executed on the
modulated GM images data to map SCNs of the bilateral aHPC
and pHPC in the young group. The model fitted the target voxel
GM volume Y as:

Y ∼ β0 + β1(Seed)+ β2(Gender)

where β0 is the intercept term, β1 model the relationship
between the target voxel volume and the seed volume,
and the Gender term was included as a nuisance variable.
Total intracranial volume was not included because the
modulation step already considered the brain size differences.
These statistical analyses enable us to determine voxels
that expressed a significant positive correlation with each
seed. The criterion for significance was set at height and
extent thresholds of p < 0.05, family-wise error (FWE)
corrected for multiple comparisons. The resulting correlation
maps were displayed on a standard brain template using
the BrainNet Viewer (Xia et al., 2013) to allow qualitative
comparisons the structural covariance patterns of hippocampal
seeds.

We further assessed the influence of age on the regional
structural covariance between the hippocampus and the rest
brain regions by using a classic linear interaction model (Lerch
et al., 2006). For any two age groups, the target voxel volume Y
was modeled as follows:

Y ∼ β0 + β1 (Seed) + β2 (Group) + β3 (Gender)+

β4 (Group × Seed)

where β0 is the intercept term, β1 ∼ β4 models the relationship
between the target voxel volume and the seed volume, group
term, gender term, and interaction term (group by seed),
respectively. To obtain between-group differences, specific t
contrasts were established to test the statistical significance
of the interaction term. Clusters with height and extent
thresholds set at p < 0.05 (FWE corrected) were considered
significant.

RESULTS

Hippocampal Volume Analyses
Results for the regression analysis of anterior and posterior
hippocampal mean GM volumes versus age are presented in
Figure 2. Similar nonlinear relationship between the bilateral
hippocampal volumes and age were found: the volumes slightly
increased before the age of 50 and then decreased sharply (left
aHPC: R2 = 0.187, p < 0.001; right aHPC: R2 = 0.136, p < 0.001;
left pHPC: R2 = 0.089, p < 0.001; right pHPC: R2 = 0.106,
p< 0.001). Moreover, the results suggested that the mean volume
of the aHPC was larger than the pHPC, and the left hippocampal
volume was slightly greater than the right side. In addition, we
found the variance of the bilateral anterior hippocampal volumes
has an age-related U-shaped relationship (left aHPC: R2 = 0.489,
p < 0.001; right aHPC: R2 = 0.666, p < 0.001). Specifically, the
anterior hippocampal volumes of the young and old subjects were
more dispersed than the middle age. However, the variance of
the posterior hippocampal volumes did not significantly relate to
age (left pHPC: R2 = 0.015, p = 0.646; right pHPC: R2 = 0.051,
p = 0.215).

Structural Covariance Networks of the
Anterior and Posterior Hippocampus
The SCNs seeding from the aHPC and pHPC in the young
participants are presented in Figure 3 (p < 0.05, FWE corrected).
The aHPC correlated with the bilateral temporal lobe (including
the superior, middle and inferior temporal, parahippocampal
gryi, entorhinal cortex, fusiform and temporal pole), amygdalae,
insula and posterior cingulate gyrus, orbitofrontal cortex, as
well as left superior frontal gyrus. For the pHPC, its covariance
maps involved the bilateral medial temporal regions (including
the parahippocampal gyrus, entorhinal cortex and fusiform),
amygdalae and insula. Noted that the regions correlated with
both the aHPC and pHPC were mainly located in the medial
temporal lobe and insula.

Age-Related Differences Within the
Anterior Hippocampal Network
Within the anterior hippocampal network, significant between-
group differences were only observed between the young group
and the old group (p < 0.05, FWE corrected, Figure 4 and
Table 2). Specifically, the left and right aHPC showed decreased
positive correlation with the ipsilateral parahippocampus and
increased positive correlation with the ipsilateral amygdala in the
old group relative to the young group. Moreover, compared to the
young group, the left aHPC exhibited lower structural covariance
with the left precuneus and greater structural covariance with the
right putamen in the old group.

Age-Related Differences Within the
Posterior Hippocampal Network
Within the posterior hippocampal network, only increased
structural associations were found in the old group relative
to younger adults (mainly the young group, p < 0.05, FWE
corrected, see Figure 5 and Table 2). For the left pHPC, the
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FIGURE 2 | Life-span trajectories of the anterior and posterior hippocampal mean gray matter volumes. The lower row shows the relationship between age and the
variance of hippocampal volumes in a small age range. aHPC, anterior hippocampus; pHPC, posterior hippocampus; L, left, R, right.

FIGURE 3 | Structural covariance networks of the anterior and posterior hippocampus in the Young group. Regions with PFWE < 0.05 are presented as correlation
coefficient values. aHPC, anterior hippocampus; pHPC, posterior hippocampus; L, left; R, right.

old group exhibited significantly increased connectivity with the
right caudate related to the young group. For the right pHPC,
its connection with bilateral putamen was negative in the young
group but was positive in the old group. Similarly, the right pHPC
and temporal pole was negatively related in the middle-aged
group but positively related in the old group.

DISCUSSION

Here, we studied the age-related structural covariance alterations
of the aHPC and pHPC using a seed-based SCN approach.
We found that the SCNs seeding from the aHPC and pHPC
in the young adults were different from each other, but
both of them related with the medial temporal lobe and
insula. In addition, the structural covariance differences within
the anterior hippocampal network were mainly between the
young group and the old group with both decreased and
increased positive structural associations. While compared to

the younger adults, only increased structural associations were
found in the old group within the posterior hippocampal
network.

We observed that the volumes of aHPC/pHPC slightly
increased from young to middle age, and then decreased sharply
with age. In line with this finding, several morphometric studies
reported an inverted U pattern of the hippocampal volume
changes with age (Walhovd et al., 2005; Li et al., 2014). As the
hippocampus is important in memory processing, this pattern
may partially explain the similar age-related memory change
trajectory (Nyberg et al., 2012). Interestingly, we found that the
anterior hippocampal volumes of the young and old subjects are
more dispersed than the middle age, may pointing to stronger
heterogeneity memory ability in young and old subjects. Whether
this age-related dispersion due to the sample selection or other
reasons requires further analysis.

Structural covariance analyses suggested that the aHPC
connected with temporal lobe, amygdala, insula, and
orbitofrontal cortex (p < 0.05, FWE corrected), which agree with
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FIGURE 4 | Age-related group differences in structural covariance of the anterior hippocampus. Correlations between the mean volume of the anterior hippocampus
and the regional gray matter volumes extracted from a 4-mm-radius sphere centered on the peak voxel of a significant cluster (PFWE < 0.05, shown on the right) are
displayed. Y, young group; O, old group; L, left; R, right.

TABLE 2 | Significant between-group differences in structural association between hippocampal seeds and other anatomical regions.

Seed Contrast Anatomical region MNI coordinates Cluster size MaxT

X Y Z

L aHPC Y > O L Parahippocampus −27 −16 −21 126 7.08

L Precuneus −18 −52 31 18 4.83

Y < O L Amygdala −21 −7 −15 1314 5.96

R Putamen 18 3 −11 1096 5.64

R aHPC Y > O R Parahippocampus 27 −15 −21 36 5.93

Y < O R Amygdala 16 −1 −14 1871 6.29

L pHPC Y < O R Caudate 12 10 −6 5 4.51

R pHPC M < O R Temporal pole 62 0 −17 29 4.70

Y < O R Putamen 14 8 −6 1655 5.42

L Putamen −22 3 −3 1084 5.04

P < 0.05, FWE corrected. Abbreviations: L, left; R, right; aHPC, anterior hippocampus; pHPC, posterior hippocampus; Y, young group; M, middle-aged group; O, old
group.

previous studies (Kier et al., 2004; Smith et al., 2009; Catenoix
et al., 2011). And the pHPC was covariant with medial temporal
amygdala, and insula (p < 0.05, FWE corrected) showing
consistent connections with previous studies by using fMRI and
tractography (Kahn et al., 2008; Poppenk and Moscovitch, 2011;
Poppenk et al., 2013). The common related regions with both
aHPC and pHPC were mainly located in the medial temporal
lobe where the hippocampus located.

Age-related decrements in structural covariance were
observed in the aHPC-related SCNs (p < 0.05, FWE corrected).
In particular, the parahippocampal gyrus and precuneus showed
reduced association with the aHPC seed in old adults relative
to young adults. The parahippocampal gyrus is considered
as a mediator between the cortical DMN subsystem and the

hippocampus (Ward et al., 2014), and the integrity of the
cortico-parahippocampus-hippocampus circuit is important
for learning and episodic memory (Witter et al., 2000; Van
Strien et al., 2009). Therefore, the weakened parahippocampus-
hippocampus connection may lead to memory deficits in normal
elderly, and result in decreased structural covariance between the
hippocampus and cortical regions, such as the precuneus found
in this study. Besides, the decreased connectivity between the
precuneus and hippocampus might result from very early beta-
amyloid deposition of the precuneus in elderly subjects (Sheline
et al., 2010). The abnormal synaptic activity caused by amyloid
deposition might disrupt cortico-hippocampal connectivity,
which then results in hippocampal atrophy (Mormino et al.,
2009).
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FIGURE 5 | Age-related group differences in structural covariance of the posterior hippocampus. Correlations between the mean volume of the posterior
hippocampus and the regional gray matter volumes extracted from a 4-mm-radius sphere centered on the peak voxel of a significant cluster (PFWE < 0.05, shown
on the right) are displayed. aHPC, anterior hippocampus; pHPC, posterior hippocampus; Y, young group; M, middle-aged group; O, old group; L, left; R, right.

Note that the parahippocampal gyrus, precuneus, and
hippocampus are all components of DMN (Andrews-Hanna
et al., 2014). Thus, our findings may indicate that aging is
associated with decreased structural covariance within the DMN,
which is in keeping with observations from previous SCN
studies (Montembeault et al., 2012; Li et al., 2013; Spreng
and Turner, 2013). A previous study reported decreased fractal
complexity in DMN with age using multifractal analysis of fMRI
series (Ni et al., 2014). Moreover, aging-related decrements in
functional connectivity (Damoiseaux et al., 2008; Tomasi and
Volkow, 2012) and white matter integrity (Damoiseaux et al.,
2009; Brown et al., 2015) of DMN were also reported. Since
DMN is known to play a role in episodic memory processing
(Greicius et al., 2004, 2009), its decreased integrity could
underlie memory impairment in senior populations (Salami et al.,
2014).

Additionally, our data suggest that the influence of age
on the structural connectivity between the hippocampus and
cortical DMN nodes may be limited to the anterior portion
of the hippocampus. Similarly, Salami et al. (2014) revealed
reduced functional connectivity between the cortical DMN
subsystems and more anteriorly located hippocampus with
advancing age. Several fMRI studies have demonstrated the
aHPC as part of DMN was engaged in episodic memory
(autobiographical memory) processing (Zeidman and Maguire,
2016). However, some studies found no age-related differences

for the connectivity between the aHPC and DMN regions (Koch
et al., 2010; Damoiseaux et al., 2016), while others reported lower
connectivity between the pHPC and DMN regions in older adults
(Andrews-Hanna et al., 2007; Damoiseaux et al., 2016). These
discrepancies may be due to methodological differences, notably
in the type of measurements and sample characteristics, which
should be further investigated.

Moreover, age-related increments in structural covariance
were observed in both the aHPC- and pHPC-related SCNs
(p < 0.05, FWE corrected). Particularly, compared to young
adults, the putamen and amygdala showed increased associations
within the aHPC-related SCNs in old adults. Within the
pHPC-related SCNs, the putamen, caudate, and temporal pole
showed increased associations in old adults relative to younger
adults. The putamen and caudate form the dorsal striatum.
In fact, the hippocampus, dorsal striatum, and amygdala
belong to different memory systems and play different roles
in information acquisition (McDonald and White, 1993). The
dorsal striatum and hippocampus cooperate to support episodic
memory function (Sadeh et al., 2011), while the amygdala plays
a role in regulating these two memory systems (Packard and
Teather, 1998). We speculated that the age-related increment in
hippocampal structural covariance may reflect the compensatory
mechanism or dedifferentiation effects of the brain memory
systems during aging (Dennis and Cabeza, 2011; Oedekoven
et al., 2015).
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The greater structural covariance between the hippocampus
and dorsal striatum (caudate-putamen) in older adults may
also be related to non-optimal dopamine processing. The CA1
area of the hippocampus receives dopaminergic modulation
from the ventral tegmental area, which plays a vital role
in synaptic plasticity of the hippocampus (Lisman and
Grace, 2005). But the ventral tegmental area suffers from
dopamine neurons loss (Siddiqi et al., 1999) and reduced
dopamine transporter function (Salvatore et al., 2003) with
age. However, the dorsal striatum, another area in the
dopamine system, increases its dopamine synthesis capacity in
aging (Braskie et al., 2008). Thus, the increased connections
between the hippocampus and dorsal striatum during aging
suggest compensation for deficits in the ventral tegmental
area, which may represent non-optimal dopamine system
functioning.

The SCN method used in this study provides an effective
way to construct brain networks from medical images, which
complements the signal analysis methods (Liu et al., 2015).
However, since aging is not only characterized by brain deficits
but also decline in multiple organ functions, it is interesting to
utilize the integrative approaches within the new filed of network
physiology to study the effects of aging on brain–brain or brain–
organ networks in future (Bashan et al., 2012; Bartsch et al.,
2015; Ivanov et al., 2016). In addition, it is worth noting that
brain networks have a fractal property of hierarchical modularity,
which confers robustness of network function (Bullmore and
Sporns, 2012). Future studies using fractal analysis approaches
(Meunier et al., 2010; Xue and Bogdan, 2017) to study the

complexity and heterogeneity of hippocampal networks could
advance our understanding of the brain in normal aging.
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Morphological brain network plays a key role in investigating abnormalities in neurological

diseases such asmild cognitive impairment (MCI) and Alzheimer’s disease (AD). However,

most of the morphological brain network construction methods only considered a single

morphological feature. Each type of morphological feature has specific neurological and

genetic underpinnings. A combination of morphological features has been proven to

have better diagnostic performance compared with a single feature, which suggests

that an individual morphological brain network based on multiple morphological features

would be beneficial in disease diagnosis. Here, we proposed a novel method to construct

individual morphological brain networks for two datasets by calculating the exponential

function of multivariate Euclidean distance as the evaluation of similarity between two

regions. The first dataset included 24 healthy subjects who were scanned twice within a

3-month period. The topological properties of these brain networks were analyzed and

compared with previous studies that used different methods and modalities. Small world

property was observed in all of the subjects, and the high reproducibility indicated the

robustness of our method. The second dataset included 170 patients with MCI (86 stable

MCI and 84 progressive MCI cases) and 169 normal controls (NC). The edge features

extracted from the individual morphological brain networks were used to distinguish MCI

from NC and separate MCI subgroups (progressive vs. stable) through the support vector

machine in order to validate our method. The results showed that our method achieved

an accuracy of 79.65% (MCI vs. NC) and 70.59% (stable MCI vs. progressive MCI) in

a one-dimension situation. In a multiple-dimension situation, our method improved the

classification performance with an accuracy of 80.53% (MCI vs. NC) and 77.06% (stable

MCI vs. progressive MCI) compared with the method using a single feature. The results

indicated that our method could effectively construct an individual morphological brain

network based on multiple morphological features and could accurately discriminate MCI

from NC and stable MCI from progressive MCI, and may provide a valuable tool for the

investigation of individual morphological brain networks.

Keywords: individual morphological brain network, multivariate Euclidean distance, mild cognitive impairment,

multiple morphological features, classification
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INTRODUCTION

Morphological brain network refers to the intracortical
similarities in gray matter morphology (He et al., 2007)
which plays a key role in investigating brain abnormalities in
neurological diseases. By analyzing morphological brain network
features, the abnormalities in connectivity parameters can be
found in patients (Yao et al., 2010; Tijms et al., 2013). More
importantly, sensitive biomarkers for clinical diagnosis can be
detected in brain networks from cases of Alzheimer’s disease
(He et al., 2008, 2009), schizophrenia (Bassett et al., 2008; Zhang
et al., 2012) and epilepsy (Bernhardt et al., 2008, 2009).

Although previous morphological brain network studies
achieved significant breakthroughs, they largely depended on
group-level anatomical correlations of cortical morphology (He
et al., 2007; Zhang et al., 2012). For example, He et al.
(2007) constructed a network for each group by quantifying
morphological relations characterized by the Pearson correlation
coefficient between averaged regional morphological measures
among participants. However, this method only works with
a relatively large number of participants (Kong et al., 2014).
In addition, it remains unclear if there are changes in brain
networks at the individual level (Saggar et al., 2015). Therefore,
it is necessary to construct morphological brain networks at the
individual level for the direct analysis of individual differences.

Recently, several methods have been proposed to construct
individual morphological brain networks either using a single
feature or multiple morphological features. By using gray
matter volume as the morphological measure, Tijms et al.
(2012) proposed an individual morphological brain network by
computing the correlation between two 27-voxel sets from two
rigid cubes. There were some studies constructing individual
brain networks by averaging the vertex value (e.g., cortical
thickness) within regions of interest (ROI) (Dai et al., 2013;
Wee et al., 2013; Kim et al., 2016) or by estimating interregional
similarity in the distribution of regional morphological measures
(e.g., cortical thickness or volume) (Kong et al., 2014; Zheng
et al., 2015). Wang et al. (2016) employed graph-based analyses
to support individual morphological network analysis as a
meaningful and reliable method when characterizing brain
structural organization. Some recent studies (Li et al., 2017;
Seidlitz et al., 2017) built individual morphological networks
with multiple morphological features extracted from the cortical
surface. Each type of morphological feature has specific
neurological and genetic underpinnings. Volumetric measures
(i.e., cortical thickness, gray matter volume) reflect the size,
density and arrangement of cells (neurons, neuroglia, and nerve
fibers) (Parent and Carpenter, 1996) and surface area is linked
to the number of mini columns in the cortical layer (Rakic,
1988). Geometric measures (i.e., sulcal depth, curvature, and
metric distortion) mainly reflect the cortical folding pattern (Van
Essen, 1997; Cachia et al., 2003; Lohmann et al., 2008). Li et al.
(2014) found that various morphological features had unique
contributions to the classification of the amnestic MCI (aMCI)
and NC. In the two studies (Li et al., 2017; Seidlitz et al., 2017), a
morphological feature vector was used to represent one region
and pairwise inter-regional Pearson correlations were used to

construct brain network, while not considering the distribution
of the intra-regional morphological features.

In this paper, we proposed a novel individual morphological
brain network method by defining multivariate Euclidean
distance to describe the inter-regional similarity based on
multiple morphological features. First, multivariate Euclidean
distance was calculated by using the six morphological features
of all of the vertices within each region. Second, the Min-
Max normalization for Euclidean distance was performed to
minimize possible bias in different ranges of different subjects.
Finally, the normalized Euclidean distance was converted to a
similarity measurement using an exponential function. Then, we
validated the proposed method by computing the topological
properties of individual brain networks, i.e., small-world, hubs
and intraclass correlation coefficient (ICC) in 24 healthy
subjects. In addition, we applied the edges of each individual
morphological network as features to discriminate the MCI and
NC in the AD Neuroimaging Initiative (ADNI) dataset. The
accuracy of classification was used to assess the effectiveness of
our method.

MATERIALS AND METHODS

Participants
The first dataset used in this study consisted of 24 right-handed
healthy subjects (12 men with ages ranging from 25 to 29 years
with mean = 27.17 years, and standard deviation = 1.40; 12
women with ages ranging from 26 to 30 years with mean =

27.83 years, and standard deviation = 1.11). All subjects were
native Chinese speakers who had grown up in China. All subjects
provided written informed consent; in addition, the local ethics
committee approved this study.

The subjects were scanned twice within a 3-month period.
All of the MRI data were obtained using a SIEMENS Trio
Tim 3.0T scanner with a 12-channel phased array head coil
in the Imaging Center for Brain Research, Beijing Normal
University. The brain structural images were acquired using T1-
weighted, sagittal 3Dmagnetization prepared rapid gradient echo
(MPRAGE) sequences. The sequence parameters had a repetition
time (TR) = 2,530ms, echo time (TE) = 3.39ms, inversion time
(TI) = 1,100ms, flip angle = 7◦, FOV = 256 ∗ 256mm, in-
plane resolution= 256 ∗ 256, slice thickness= 1.33mm, and 144
sagittal slices covering the whole brain.

The second dataset used in this study was obtained from the
ADNI database (adni.loni.usc.edu). The ADNI was launched in
2003 as a public-private partnership, led by Principal Investigator
Michael W. Weiner, MD. The primary goal of ADNI has been to
test whether serial MRI, positron emission tomography (PET),
other biological markers, and clinical and neuropsychological
assessment can be combined to measure the progression of MCI
and early Alzheimer’s disease (AD). This study was carried out
in accordance with the recommendations of the ADNI database
with written informed consent from all subjects. The protocol
was approved by the ADNI coordinating committee.

The eligibility criteria for inclusion of subjects are described
at http://adni.loni.usc.edu/wp-content/uploads/2010/09/ADNI_
GeneralProceduresManual.pdf. General criteria for MCI were
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as follows: (1) Mini-Mental-State-Examination (MMSE) scores
between 24 and 30 (inclusive), (2) a memory complaint, objective
memory loss measured by education adjusted scores on the
Wechsler Memory Scale Logical Memory II, (3) a Clinical
Dementia Rating (CDR) ≥ 0.5, and (4) absence of significant
levels of impairment in other cognitive domains, essentially
preserved activities of daily living, and an absence of dementia.

Three hundred and thirty-nine subjects, which included 170
MCI patients and 169 NC subjects were analyzed in this study.
Age, gender and education in the MCI group were matched with
the NC group. All subjects received the baseline clinical/cognitive
examinations including 1.5T structural MRI scan and were
reevaluated at specified intervals (6 or 12 months). The baseline
scans were used in our experiments. The 170 MCI subjects
included two subcategories: 86 stable MCI (sMCI) and 84
progressive MCI (pMCI). Subjects who converted to AD within
24 months were classified as pMCI, and those not converting into
AD within the same period were classified as sMCI. The 169 NC
subjects were not converted to MCI or AD within 24 months.
The demographic information and clinical characteristics of the
participants involved in this study are shown in Table 1.

Image Processing
The same pre-processing pipeline was applied in the two
datasets by using the FreeSurfer image analysis suite v4.3 (http://
surfer.nmr.mgh.harvard.edu/). For the second dataset, the pre-
processed images were downloaded from the public ADNI site.
The pipeline for T1-weighted scans contained (1) registration
to the Talairach space, (2) correction for intensity bias, (3) skull
stripped from the intensity normalized image, (4) segmentation
into white matter, gray matter or cerebrospinal fluid, (5) cutting
planes to sphere the hemispheres and remove the cerebellum
and brain stem, (6) generation of a single connected mass
representing the white matter structure of each hemisphere,
and (7) surface tessellation, refinement, and deformation for
each hemisphere (Dale et al., 1999). A variety of morphological
features such as volumetric (cortical thickness, surface area,
and gray matter volume) and geometric (sulcal depth, metric
distortion, and mean curvature) measures at each vertex on the
pial surface were extracted after the preprocessing. Then, the
surface data were resampled to a common subject (usually an
average subject) and smoothed with a Gaussian filter (FWHM =

5mm).

Construction of Individual Morphological
Brain Network
A brain network is typically defined as G = (V, E), where
V denotes the set of nodes (or vertices) and E denotes the
set of edges (or links). In this paper, we parceled the cortical
cortex into 68 cortical ROIs based on the Desikan-Killiany
Atlas (Desikan et al., 2006). Here, we assumed that nodes
represent cortical regions and edges represent the similarity of
two cortical regions. Each individual network shares the same set
of 68 nodes, which facilitates the comparisons using the edges.
Dissimilarity connectivity is measured by the formula below
(Székely and Rizzo, 2004). Let A and B denote the ROIs of the

TABLE 1 | Subject demographic and clinical characteristics.

MCI sMCI pMCI Control

(n = 170) (n = 86) (n = 84) (n = 169)

Gender (M/F) 104/66 53/33 51/33 88/81

Age 74.8 ± 6.7 74.6 ± 6.4 75.1 ± 7.2 75.7 ± 5.1

Education 15.7 ± 3.0 15.8 ± 3.1 15.7 ± 3.0 16.0 ± 2.7

MMSE 26.9 ± 1.7 27.4 ± 1.8 26.4 ± 1.7 29.1 ± 0.9

CDR 1.6 ± 0.8 1.5 ± 0.7 1.8 ± 1.0 0 ± 0.1

Age, education, MMSE and CDR are expressed as the mean ± SD. There were no

significant differences between the MCI and the control group and between the sMCI

and pMCI group in gender, age and education years. The MCI with control groups, and

sMCI with pMCI group showed significant differences in the MMSE and CDR. MCI, mild

cognitive impairment; sMCI, stable mild cognitive impairment; pMCI, progressive mild

cognitive impairment; M/F, Male/Female; MMSE, Mini-Mental-State-Examination; CDR,

Clinical Dementia Rating.

kth subject, and then the combined Euclidean distance ek(A,B) is
defined as:

ek(A,B) =
n1n2

n1 + n2





2

n1n2

n1
∑

i= 1

n2
∑

j= 1

∥

∥ai − bj
∥

∥

2

−
1

n21

n1
∑

i= 1

n1
∑

j= 1

∥

∥ai − aj
∥

∥

2
−

1

n22

n2
∑

i= 1

n2
∑

j= 1

∥

∥bi − bj
∥

∥

2





(1)

Let A = {a1, ..., an1} and B = {b1, ..., bn2}, where a and b

denote vertices inA and B, respectively. These elements represent
morphological features, which could be either one-dimensional
or multi-dimensional. n1 and n2 are the numbers of vertices in
A and B. Euclidean distance is computed by the 2-norm (‖.‖2).

The first part of the formula 2
n1n2

n1
∑

i= 1

n2
∑

j= 1

∥

∥ai − bj
∥

∥

2
describes

the Euclidean distance for any pair of vertices between A and B.

1
n21

n1
∑

i= 1

n1
∑

j=1

∥

∥ai − aj
∥

∥

2
and 1

n22

n2
∑

i= 1

n2
∑

j=1

∥

∥bi − bj
∥

∥

2
are the Euclidean

distances for any pair of vertices within A and B, respectively.
A smaller intra-regional Euclidean distance indicating

uniform morphological feature distribution within ROI results
in a distance e (A,B) is more dependent on the Euclidean
distance between pairs of vertices in A and B. Moreover, the
distance e (A,B) will be influenced if the morphological feature
distribution within the ROI is unequal. When A and B have
the same morphological feature distribution, the combined
Euclidean distance e (A,B) = 0.

After calculation of the combined Euclidean distance matrix
that reflected the dissimilarity between brain regions, Min-
Max normalization was proposed to minimize possible bias in
different ranges of different subjects. We chose the Min-Max
normalization because of its boundness and direct reflection of
the dissimilarity. The Min-Max normalization between regions
A and B of the kth subject is computed as:

ek_n(A,B) =
ek(A,B)− ek_min

ek_max − ek_min
(2)
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where ek_min and ek_max are the minimum and maximal value in
the dissimilarity connectivity of the kth subject, respectively. The
value of ek_n(A,B) can be converted to a similarity measurement
using the following equation:

ck(A,B) = exp(−ek_n(A,B)) (3)

Based on the above calculation, a 68∗68 diagonal symmetry
correlation matrix of each subject was obtained. The ck(A,B)
ranges from 0 to 1, and 1 represents that the two morphological
feature distributions are identical.

Method Validation
We validated the above method by computing the topological
properties of the individual brain network, i.e., small-world, hubs
and intraclass correlation coefficient (ICC) in the first dataset. In
addition, we applied the edges of each individual morphological
network as features to discriminate theMCI and NC in the ADNI
dataset. The accuracy of classification was used to assess the
effectiveness of our method.

Topological Properties of Networks
We constructed the individual morphological brain network
based on the proposed method in a six-dimension situation
in the first dataset. The small-world configurations, hubs and
reproducibility of individual brain network were calculated and
analyzed. The network properties were computed using the
Graph-theoretical Network Analysis (GRETNA) toolkit (Wang
et al., 2015).

For small-world configurations, the clustering coefficient
(Cp), minimum path length (Lp), γ , λ and σ were calculated.
Small-worldness (Watts and Strogatz, 1998; Humphries et al.,
2006) can be demonstrated mathematically as:

γ =
Cp

Cprandom
> 1, λ =

Lp

Lprandom
≈ 1 and σ =

γ

λ
> 1

where random represents a random network that consists of the
same number of nodes and edges.

The betweenness centrality (BC) is defined as the number
of shortest paths between any two nodes running through the
given node (Freeman, 1977) and measures the nodal ability of
information flow throughout the network. The hubs were defined
as the nodes that achieved a higher BC than the sum of the mean
and standard deviation for the entire network.

The intraclass correlation coefficient (ICC) was used to
estimate the reproducibility of the topological properties of the
network (Shrout and Fleiss, 1979). ICC was defined as the
fraction of the variance of the chosen graphic property between
subjects to the total variance, which is the summation variance of
between and within subjects of that property:

ICC =
σ 2
between

σ 2
between

+ σ 2
within

(4)

If the measurements of repeated scans are consistent for each
subject, the ICC would be close to one. An ICC value above
0.75 is considered excellent, and one ranging from 0.59 to 0.75
is considered good (Cicchetti and Sparrow, 1981).

Classification Between MCI and NC Groups
For the second dataset, we used the support vector machine
(SVM) classifiers with leave-one-out cross validation (LOOCV)
to test the effectiveness of our method. Additionally, feature
selection is employed for each individual morphological
brain network before classification regarding the curse of
dimensionality.

Feature selection
Each network has p = V × (V − 1)/2 = 2278 edges. Due
to the high dimensionality of the network features and a small
number of samples, also namely, the curse of dimensionality, the
classification model often confronts problems such as overfitting
and under generalization. Feature selection is considered to
reduce the irrelevant or redundant features and improve the
performance of classifiers. The least absolute shrinkage and
selection operator (Lasso) (Tibshirani, 1996) was applied for
feature selection.

Specifically, Lasso was put forward by Tibshirani (1996) for
parameter estimation and feature selection in regression analysis.
The Lasso algorithm does not focus on selection of subsets
but rather on defining a continuous shrinking operation that
can produce coefficients of redundant components to zero.
It has been shown in the literature (Yamada et al., 2012;
Kamkar et al., 2015) that the algorithm can effectively select
the relevant features in high dimensional data space. Sparse
linear regression is applied for Lasso features calculation with
L1-norm regularization. In the training set, let matrix X =

[x1, x2, ..., xn]
T ∈ R

n×m represent m features of n subjects, y =

[y1, y2, ...yi, ...yn]
T ∈ R

n×1 be an n dimension corresponding to
sample labels (yi = 1 for MCI and yi = -1 for NC) andm denotes
the number of edges except the duplicated part in the individual
brain network. The linear regression model is defined as follows:

∧
y = Xw (5)

where w = [w1,w2, ...wn]
T ∈ R

n×1 denotes the regression

coefficient vector and
∧
y denotes the predicted label vector. The

objective function is minimized as follows to estimate w:

min
w

1

2

∥

∥Xw− y
∥

∥

2

2
+ λ‖w‖1 (6)

where λ > 0 is a regularization parameter in control of the
sparsity of the model, i.e., many entries of w are zeros. ‖w‖1 is the
L1-norm of w defined as

∑n
i=1 |wi|. The SLEP package (Liu et al.,

2009) was used for solving sparse linear regression. If an edge is
selected as a feature in each iteration of the LOOCV classification,
the edge is considered as discriminative in the brain network.

Classification
According to the selected features described above, a commonly
used classifier SVM was implemented using the LIBSVM library
(Chang and Lin, 2011) in MATLAB, with a radial basis function
(RBF) kernel and an optimal value for the penalized coefficient
C (a constant determining the tradeoff between training error
and model flatness). The RBF kernel was utilized for its good
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performance especially on small sample problems (Hertz et al.,
2006) and defined as follows:

K(x1, x2) = exp(−
‖x1 − x2‖

2

2σ 2
) (7)

where x1 and x2 are two feature vectors and σ is the width of the
Gaussian kernel. To obtain the optimal SVM model, we selected
the optimal hyperparameters (C and σ ) through a grid-search.
Specifically, the classification was performed via a LOOCV in
which one subject was selected as the testing set and the rest
were used as the training set. The parameters were changed after
all samples were classified to estimate the LOOCV accuracy. In
the end, the average accuracy across all subjects was computed
as a performance measurement. The hyperparameter values that
lead to the highest performance are then selected. The pipeline
of our classification framework for MCI and NC is presented
in Figure 1. The pipeline of classification framework for sMCI
and pMCI is same as the classification framework for MCI
and NC.

RESULTS

Small-World Configurations
As shown in Figure 2, γ is larger than one (max = 1.86, min
= 1.25) throughout the whole sparsity range, while λ is close
to one (max = 1.15, min = 1.02) by our method. Hence, the
individual morphological brain networks exhibit a higher Cp
than the random network, while maintaining a similar Lp. As
expected, σ was found to be larger than one (max = 1.62, min =

1.23) throughout the entire sparsity range. The results showed the
existence of small world property in the constructed individual
morphological brain network by using six features. Moreover, as
the sparsity increased, the increase of Cp and decrease of Lp, λ, σ ,
and γ in Figure 2 are in accordance with the variation tendency
of previous reports (Kong et al., 2015; Li et al., 2017).

Furthermore, the sparsity of 23% is highlighted for convenient
comparison with previous studies (Tijms et al., 2012; Kong
et al., 2015). As listed in Table 2, our results are similar to
previous individual-based morphological brain network studies,
whereas the population-basedmorphological brain networks and
functional networks exhibit smaller results than our method in
most small world configurations.

Hubs
Hubs were investigated for all subjects and sparsities. A total of
four hub regions were identified throughout the entire sparsity
range across all subjects, including the left and right frontal pole,
right rostral anterior cingulate and right transverse temporal
cortex.

Reproducibility
The reproducibility of our method was evaluated by measuring
the ICCs of network properties for scans with acquisitions of
two different time points in the same subjects. The ICC was
investigated throughout the entire sparsity range. TheCp, Lp, and
BC were examined in this study.

The results indicated that Cp is highly reproducible
(minimum ICC = 0.72, average ICC = 0.83), as shown in
Figure 3A. Moreover, the reproducibility of Lp (minimum ICC
= 0.62, average ICC = 0.82) and BC (minimum ICC = 0.82,
average ICC = 0.87) are shown in Figures 3B,C. Most results
of ICC were significant, except for Lp at sparsity of 20, 21, and
22% (p = 0.098, 0.13 and 0.10, separately). The reliability of our
method performed well in accordance with previous studies
(Cicchetti and Sparrow, 1981; Li et al., 2017). For example, the
reproducibility of Cp and Lp are similar to Li’s results (minimum
Cp ICC = 0.71, average Cp ICC = 0.83; minimum Lp ICC =

0.63, average Lp ICC = 0.81) and the reproducibility of BC was
better than Li’s result (minimum BC ICC = 0.629, average BC
ICC= 0.78).

Classification Performance
In this subsection, we made a comparison of classification
accuracies between our method and other methods as reported
in previous studies, which included Kong’s method (Kong et al.,
2014), Kim’s method (Kim et al., 2016), Zheng’s method (Zheng
et al., 2015), Dai’s method (Dai et al., 2013), and Wee’s method
(Wee et al., 2013). The details of these methods are described in
Table 3.

Like other papers, we selected cortical thickness as the single
dimension feature to construct individual brain network. All
methods employed an identical feature selectionmethod after the
constructions of each individual brain network and optimization
of the parameters in SVM. The accuracy, sensitivity, specificity
and area under receiver operating characteristic (ROC) curve
(AUC) values of each method were calculated as evaluation
metrics for the performance. The results are summarized in
Tables 4, 5. It can be clearly observed that our method performed
well compared with previous methods in the classification task.
In particular, our method achieved an accuracy of 79.65% in
distinguishingMCI patients fromNCwith a sensitivity of 78.82%
and achieved an accuracy of 70.59% in distinguishing sMCI from
pMCI with a sensitivity of 75.58%.

Although accuracy is commonly used for an evaluation of
classification, it may provide a biased description due to its
dependency on the decision threshold selection in SVM. The
ROC curve is shown to be a simple but completely empirical
description of this decision threshold effect, indicating all
possible combinations of the relative frequencies of the various
kinds of correct and incorrect decisions. In ROC space, the (0,
1) point represents a perfect classifier (all samples are correctly
predicted). Thus, the nearer a point is to the (0, 1) point (closer to
the upper left corner), the better a classifier is (Prati et al., 2011).
Figures 4, 5 show the ROC graphs of classification using different
methods to construct individual brain networks, from which we
can see that the ROC curve of our method is closer to the upper
left corner than some conventional methods. In addition, a single
measure of classification performance can be derived from the
area under the ROC curve (AUC). A larger AUC indicates a better
classifier. In Tables 4,5 the AUC for all methods are listed and it
can be seen that ourmethod achieved AUC scores of 0.84 forMCI
vs. NC, and 0.73 for sMCI vs. pMCI, while most other methods
slightly underperformed.
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FIGURE 1 | The proposed classification framework. (A) The step of pre-processing was accomplished using FreeSurfer. For each vertex in each region, six

morphological features were extracted. After the pre-processing, we constructed an individual brain network based on the multivariate Euclidean distance. (B) In each

LOOCV classification, we first constructed the combination of the training set, and then applied the lasso features calculation for feature selection. (C) We selected the

same location’s features in the testing set. Then the SVM classifier was implemented for classification. MCI, mild cognitive impairment; NC, normal controls; SVM,

support vector machine; LOOCV, leave-one-out cross validation.

Comparison of Our Method Using One
Dimension and Six Dimensions in
Classification
In this experiment, we compared the performance of the
proposed method by using one dimension and six dimensions.
We used cortical thickness as the single dimension and used
cortical thickness, surface areas, graymatter volume, sulcal depth,
metric distortion and mean curvature as the six dimensions.
Tables 4,5 show that our method of applying six dimensions
outperforms the one only using a single cortical thickness
feature, which achieved 80.53% and 77.06% for accuracy in
distinguishing MCI from NC and distinguishing sMCI from
pMCI, respectively. The ROC graphs in Figures 6,7 illustrate
the classification performance based on brain networks that
were constructed using one dimension and six dimensions.
We also list the AUC score in Tables 4,5. It can be noticed
that compared with the univariate situation, individual brain
network construction based on multivariate performs better
in classification with an AUC score of 0.86 and 0.74,
respectively.

Most Discriminative Features of Individual
Brain Networks
The most discriminative features demonstrate the edges

selected in each time of cross-validation for classification
based on multivariate connectivity. Here, we selected the most
discriminative features under the best condition. In Figure 8, the
blocks of the circle represent ROIs. As shown in Figures 8A,B the
most discriminative edges connected most ROIs in the brain.

Based on the selected edges, pairs of regions that contribute
to classification are not only within the same hemisphere and the
same lobe but also across different hemispheres and lobes, which
indicates the abnormalities caused by MCI involve the entire
brain rather than certain areas. The number of discriminative
edges that connect the two hemispheres was 115. Conversely, the
number of discriminative edges that are the connections within
a single hemisphere was relatively low, with quantities of 64 and
43 for the left and right hemisphere, respectively. We correlated
the most discriminative edges with MMSE and CDR scores. In
Figures 8C,D, the selected edges that were significant correlated
(p < 0.05) with MMSE and CDR are shown. As seen, these edges
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FIGURE 2 | Small-world configurations of the individual morphological brain network. (A–D) The average Cp, Lp, γ , λ, and σ of the subjects for each sparsity (from

20 to 40% with a step size of 1%). The error bar indicates the standard deviation caused by different subjects.

TABLE 2 | Comparison of small world configurations between the present study and previous studies.

Method N Cp Lp γ λ σ S (%)

INDIVIDUAL-BASED MORPHOLOGICAL BRAIN NETWORK

Our method 68 0.69 1.92 1.71 1.10 1.54 23

Li’s method (Li et al., 2017) 68 0.62 2.23 1.81 1.22 1.52 23

Kong’s method (Kong et al., 2015) 90 0.66 1.92 1.74 1.15 1.50 23

Tijms’s method (Tijms et al., 2012) 6,982 0.53 1.86 1.35 1.05 1.28 23

POPULATION-BASED MORPHOLOGICAL BRAIN NETWORK

He’s method (He et al., 2007) 54 ≈0.3 ≈1.6 ≈1.35 ≈1 ≈1.35 23

Yao’s method (Yao et al., 2010) 90 ≈0.49 ≈1.89 ≈1.62 ≈1.1 ≈1.47 23

Zhu’s method (Zhu et al., 2012) 90 ≈0.26 NR ≈1.20 ≈1.03 ≈1.17 23

FUNCTIONAL BRAIN NETWORK

Van’s method (Van Essen, 1997) 10,000 ≈0.52 ≈1.75 ≈1.9 ≈1.03 ≈1.85 20

Zhang’s method (Zhang et al., 2011) 90 ≈0.33 ≈1.65 ≈1.3 ≈1 ≈1.4 23

N, Cp, and Lp denote the number of nodes in the networks, the average clustering coefficient and the average shortest path length, respectively. γ represents the ratio of the clustering

coefficient of the network over that of the random network. λ represents the ratio of the average shortest path length of the network over that of the random network. σ indicates the

small-worldness. The small world attributes of previous studies are inferred (with ≈). NR, not reported.

are predominately in the frontal, temporal, parietal, and insula
parts.

DISCUSSION

In the present study, we introduced a new method to construct
individual morphological brain network. The combination of
inter-regional Euclidean distance and intra-regional Euclidean

distance was used to quantify the inter-regional relations.
Through the small-world configurations analysis, our method
confirmed the existence of small world property. In addition,
as listed in Table 2, the population-based morphological brain
networks and functional networks exhibit smaller results than
our results in most small world configurations, which may
suggest that the individual morphological brain networks
demonstrate a stronger integration and segregation because
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FIGURE 3 | Reproducibility of the method. (A–C) Represent the ICC of Cp, Lp, and BC as a function of sparsity, respectively. The hollow dots indicate the significant

results.

TABLE 3 | The methods of constructing individual morphological brain networks in previous studies.

Author Methods Explanation

Kong (Kong et al., 2014) KL(i, j) =
∫

x (i(x) log(
i(x)
j(x)

) + j(x) log( j(x)
i(x)

)), c(i, j) = e−KL(i,j) i(x) and j(x) denote the probability density functions (PDF) of i

and j respectively.

Kim (Kim et al., 2016) Z(i, j) = T (i)−T (j)
σj

, c(i, j) = (Z(i,j) + Z(j,i))
2 T(i) and T(j) denote the mean value of cortical thickness in i

and j respectively, σi and σj denote the standard deviation of

regional cortical thickness of regions i and j. η is an input

parameter.

Wee (Wee et al., 2013) d(i, j) = [T (i)− T (j)]2, σ =
√

σi + σj , c(i, j) = exp(− d(i,j)
2σ2 )

Dai (Dai et al., 2013) d(i, j) = [T (i)− T (j)]2, c(i, j) = exp(− d(i,j)
η )

Zheng (Zheng et al.,

2015)

cprecision(i, j) =
1
m

m
∑

p= 1

∣

∣

∣
t
p
i
− T (i)

∣

∣

∣

1
n

n
∑

q=1

∣

∣

∣
t
q
j
− T (j)

∣

∣

∣
, crough (i, j) =

∣

∣T (i)− T (j)
∣

∣

2
t denotes the vertex’s cortical thickness, m and n are the

number of points in i and j, respectively.

In these formulas, i and j denote two brain regions; c(i,j) denotes the correlation between i and j.

the inter-individual variability is highly reserved (Kanai and
Rees, 2011). Hubs such as left and right frontal pole and right
rostral anterior cingulate have been reported in previous studies
(Hagmann et al., 2008; Van den Heuvel and Sporns, 2013). The
ICC was used to estimate the reproducibility of graph theoretical
measures. The results indicated that the reliability of our method
performed well in accordance with previous studies. In addition,
compared with other conventional methods, which average the
vertices within ROIs, our method improves the classification
performance in univariate situation. Here, we explained the
rationality of our method from two aspects. (1) In previous

studies, the individual morphological brain networks were
mostly constructed based on the average value of morphological
features within the ROI. However, the abnormal region for
pathology might be only a fraction of the defined ROI and the
abnormal change of brain region may be ignored by taking
the average, which potentially reduces the discriminative power.
In our proposed method, we directly used the morphological
features of vertices to retain more detailed information. The
results of Kong’s method (Kong et al., 2014) and Zheng’s
method (Zheng et al., 2015) in Table 4 also demonstrated the
importance of detailed information. (2) In previous studies, the
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TABLE 4 | Classification performance of different methods to distinguish MCI

and NC.

Method Accuracy (%) Sensitivity (%) Specificity (%) AUC

Our method using

six dimensions

80.53 79.41 81.66 0.86

Our method using

one dimension

79.65 78.82 80.47 0.84

Kong’s Method 77.88 74.12 81.66 0.84

Kim’s Method 75.81 71.18 80.47 0.79

Dai’s Method 76.70 73.53 79.88 0.82

Zheng’s Method 79.94 76.47 83.43 0.84

Wee’s Method 77.29 73.53 81.07 0.83

One dimension denotes cortical thickness; six dimensions include cortical thickness,

surface areas, gray matter volume, sulcal depth, metric distortion, and mean curvature.

The lower bold values mean the best performance (accuracy, sensitivity, specificity and

AUC) among different methods in one dimension situation. The upper bold values mean

the best performance of our method in one and six dimension. AUC, area under the curve.

TABLE 5 | Classification performance of different methods to distinguish sMCI

and pMCI.

Method Accuracy (%) Sensitivity (%) Specificity (%) AUC

Our method using

six dimensions

77.06 77.91 76.19 0.74

Our method using

one dimension

70.59 75.58 65.48 0.73

Kong’s Method 65.89 67.44 64.29 0.67

Kim’s Method 67.06 63.95 70.24 0.65

Dai’s Method 63.53 70.93 55.95 0.64

Zheng’s Method 67.65 63.95 71.43 0.68

Wee’s Method 65.89 67.44 64.29 0.69

One dimension denotes cortical thickness; six dimensions include cortical thickness,

surface areas, gray matter volume, sulcal depth, metric distortion, and mean curvature.

The lower bold values mean the best performance (accuracy, sensitivity, specificity and

AUC) among different methods in one dimension situation. The upper bold values mean

the best performance of our method in one and six dimension. AUC, area under curve.

morphological distribution within an ROI was not considered,
which may influence the strength of edges between ROIs. In our
method, the dissimilarity connectivity was the combination of
inter-regional Euclidean distance and intra-regional Euclidean
distance, while previous methods only considered the relation
between two ROIs.

An inherent advantage of our method is that it can be applied
to multi-dimensional situations. In previous studies, researchers
have found the small-world properties were disrupted for brain
networks that were constructed based on cortical thickness in
MCI patients (Zhou and Lui, 2013), and the brain network
based on the surface area can reveal topological properties of
the networks resulting from the concurrent changes between
different anatomical regions (Sanabriadiaz et al., 2010). The sulcal
depth, curvature, and metric distortion related to cortical folding
vary and could be more suitable descriptors for finding the
anatomical-axonal and morphological connectivity correlation

(Van Essen, 1997). Previous studies have reported that brain
networks based on both the volumetric measures and geometric
measures showed significant differences in graphical properties
between aMCI and NC (Li et al., 2016). These results may
suggest that brain network construction based on multiple
features is beneficial to the diagnosis and analysis of neurological
diseases. However, most previous approaches (Dai et al., 2013;
Wee et al., 2013; Kong et al., 2014; Zheng et al., 2015; Kim
et al., 2016) that constructed individual brain networks only
considered one morphological feature (e.g., cortical thickness
or gray matter volume) between two brain regions. The first
paper involved in building morphological brain networks based
on multiple morphological features demonstrated that multiple
morphometric features can be applied to form a rational
reproducible individual-based morphological brain network
(Li et al., 2017), but it averaged the morphological features
within each ROI, such as the mean cortical thickness, which
may neglect some detailed information. In our method, every
vertex’s different kinds of cortical features within each ROI
were considered and the relations between brain regions were
determined based on these features. In this paper, the multiple
morphological features including cortical thickness, surface
areas, gray matter volume, sulcal depth, metric distortion and
mean curvature as well as the cortical thickness as a single
feature were used for individual brain network construction.
The results show (Tables 4,5) that the brain network constructed
from the combination of morphological features outperforms
the one only considering cortical thickness. The resulting
high AUC value proves the excellent classification power
and generalizability of our proposed method on an unseen
data set, as well as the ability to construct an accurate and
credible individual morphological brain network. Moreover,
the classification performance of our method in a multivariate
situation revealed the existence of useful information within
these morphological features. The abnormal connectivity across
various regions can be located within different morphological
features, which greatly benefits the detection of neurological
diseases.

An interesting finding shown in Figures 8A,B is that the
majority of the selected correlative features in the MCI and
NC classification task are the edges connecting the left and
right hemisphere. This might suggest that the most significant
differences betweenMCI subjects and health subjects are changes
in the connections between the left and the right hemisphere.
The connection alterations caused by MCI pathological attacks
are not restricted to certain brain areas but are widely spread
over the whole brain. What’s more, the most discriminative
edges connecting the regions in our study are consistent with
previous publications, such as the lingual gyrus, postcentral
gyrus, middle temporal gyrus, pars opercularis, and superior
frontal sulcus (Li et al., 2014; Wei et al., 2016). Previous
studies have found that subjects with MCI have abnormal
network patterns in the lingual gyrus and middle temporal
gyrus (Yao et al., 2010). He et al. (2008) demonstrated an
abnormal correlation between the bilateral postcentral gyrus
in AD. From Figures 8C,D we can see the selected edges are
predominately connected to the regions of the frontal, temporal,
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FIGURE 4 | ROC curves of different methods using one dimension to

distinguish MCI and NC. The different line colors represent different methods

to construct individual morphological brain networks based on cortical

thickness. ROC, receiver operating characteristic.

FIGURE 5 | ROC curves of different methods using one dimension to

distinguish sMCI and pMCI. The different line colors represent different

methods to construct individual morphological brain networks based on

cortical thickness. ROC, receiver operating characteristic.

parietal, and insula parts. These regions have been reported that
retain more hubs which are considered to be the substrates
of human cognition and consciousness (Yao et al., 2010). In

FIGURE 6 | ROC curves of our method using different dimensions of original

features to distinguish MCI and NC. The different line colors represent ROC

curves of our methods of constructing individual morphological brain networks

based on different dimensional features. ROC, receiver operating

characteristic.

FIGURE 7 | ROC curves of our method using different dimensions of original

features to distinguish sMCI and pMCI. The different line colors represent ROC

curves of our method of constructing individual morphological brain networks

based on different dimensional features. ROC, receiver operating

characteristic.

addition, some regions are associated with changes in different
morphological features in MCI subjects, such as the middle
frontal gyrus with cortical thickness, the postcentral gyrus with
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FIGURE 8 | The most discriminative edges of individual morphological brain networks in classification (A,B) and the significant correlation of the most discriminative

edges with MMSE (C) and CDR (D) scores. L, left hemisphere; R, right hemisphere; the different colors of the blocks represent ROIs in different areas of the cortical

surface. The blue lines represent the discriminative edges in the left hemisphere; the red lines represent the discriminative edges in the right hemisphere. The gray lines

represent the discriminative edges between the left and right hemisphere.
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metric distortion, the pars opercularis with mean curvature, the
lingual gyrus with surface area, and the superior frontal sulcus
with sulcal depth (Li et al., 2014). In conclusion, our results
suggest that changes in the cortical regions may be associated
with mechanisms underlying the conversion of MCI to AD, and
the changes were displayed in multiple morphological features.
These findings illustrate the potential application of our proposed
method.

There are still some limitations in this study. First, the
selection of the brain atlas could affect the organization of
the individual brain network (Wang et al., 2016). In the
future, it is important to validate our proposed method in
different atlases. Second, in the current study, we combined
multiple morphological features to construct the individual
network, and we validated the effectiveness of our method.
However, it is noticeable that the physiological explanation
of this network is difficult. Third, a recent study (Seidlitz
et al., 2017) proposed an individual brain network method
by estimating the inter-regional correlation based on multiple
macro- and micro-structural multimodal MR variables. And
this network could capture cellular, molecular and functional
features of the brain and even predict inter-individual differences
in cognition. In future, it would be interesting to employ
multiple morphometric parameters measured using multimodal
MRI. Last, each feature type had its distinct contribution when
discriminating between two groups. In the future, we may
first select the most discriminant features and then construct
the individual network, which could improve its classification
performance.
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Abstract
Playing music requires a strong coupling of perception and action mediated by multimodal integra-

tion of brain regions, which can be described as network connections measured by anatomical and

functional correlations between regions. However, the structural and functional connectivities

within and between the auditory and sensorimotor networks after long-term musical training

remain largely uninvestigated. Here, we compared the structural connectivity (SC) and resting-

state functional connectivity (rs-FC) within and between the two networks in 29 novice healthy

young adults before and after musical training (piano) with those of another 27 novice participants

who were evaluated longitudinally but with no intervention. In addition, a correlation analysis was

performed between the changes in FC or SC with practice time in the training group. As expected,

participants in the training group showed increased FC within the sensorimotor network and

increased FC and SC of the auditory-motor network after musical training. Interestingly, we further

found that the changes in FC within the sensorimotor network and SC of the auditory-motor net-

work were positively correlated with practice time. Our results indicate that musical training could

induce enhanced local interaction and global integration between musical performance-related

regions, which provides insights into the mechanism of brain plasticity in young adults.

K E YWORD S

auditory-motor network, brain plasticity, functional connectivity, musical training, structural

connectivity

1 | INTRODUCTION

Musical performance is complex requiring a strong coupling of percep-

tion and action (Schlaug, 2015) which intensive training can induce struc-

tural and functional changes in the brain (Boyke, Driemeyer, Gaser,

B€uchel, & May, 2008; Herdener et al., 2010; Klein, Liem, Hänggi, Elmer,

& Jäncke, 2016), even in a short-term training (Song, Skoe, Banai, &

Kraus, 2012). Musical training is an excellent model to study training-

related plasticity in auditory and motor areas. Previous studies have

reported that acquiring musical performance skills is associated with

functional and structural changes in the auditory and motor cortices

(Elmer, Hänggi, Meyer, & Jäncke, 2013; Putkinen, Tervaniemi, Saarikivi,

de Vent, & Huotilainen, 2014). Morphological changes (such as grey mat-

ter volume and cortical thickness) in different parts of the auditory and

motor cortices due to musical training have been reported in the whole-

brain analysis in cross-sectional (Bermudez, Lerch, Evans, & Zatorre,

2009; Gaser& Schlaug, 2003) and longitudinal (Hyde et al., 2009) studies.

In addition to morphological alterations, musical training has also been

associatedwith functional and structural connectivity between cortices.

The human brain is organized in a form of network architecture in

which local interactions (short-range connections) are integrated by

long-range connections to support diverse brain high-order cognitive

function (Park & Friston, 2013). String players, when playing their musi-

cal instruments, require information integration between different brain

regions supporting auditory, somatosensory, motor, and cognitive func-

tion. Resting-state functional MRI usually measures the spontaneous

low frequency fluctuations (<0.1 Hz) in the blood oxygen level-

dependent (BOLD) signals which reflects patterns of brain activity in

the absence of an external task. The functional connectivity measured

by rs-fMRI is generally inferred by the correlations of BOLD signals
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which reflect the synchronization of brain activity between distant

brain areas in the absence of an external task. Using independent com-

ponent analysis, the resting-state BOLD signals can be decomposed into

a limited number of brain networks called intrinsic connectivity networks

(ICNs). Functional communication between these networks was consid-

ered to be important in performing cognitive processes that integrate

information across different brain regions (Guerra-Carrillo, Mackey, &

Bunge, 2014; Harmelech & Malach, 2013). Structural connectivity (SC)

usually reflects large-range fiber bundles inferred from diffusion tensor

MRI, which can derive a structural brain network in terms of fiber bun-

dles according to the regions in which they are connected (Basser, Mat-

tiello, & LeBihan, 1994; Hagmann et al., 2007; Park et al., 2004). On a

relatively short time scale in which the effects of neuronal growth and

learning can be ignored, the structural networks constructed on the

basis of anatomical architectures can be considered relatively fixed dur-

ing different cognitive performances (Stam et al., 2016). However, it has

been demonstrated that functional connectivity is task-related and

state-dependent (Laird et al., 2013; Smith et al., 2009), which changes

with task when comparing the functional connectivity statistics during

the performance of visual attention and memory tasks (Hermundstad

et al., 2013). Dynamic functional networks are intrinsically dependent on

the static structural architecture of the connections that enable fast and

efficient hierarchical functional integration (Park & Friston, 2013). Play-

ing music depends on a strong coupling of perception and action medi-

ated by multimodal integration regions distributed throughout the brain,

especially the auditory and motor regions. Will SC of training-related

regions be modulated in young adults after long-term musical training? If

the FC is intrinsically constrained by the relatively static SC, how does it

change after this training? In addition, does musical training have effects

on the relationship between SC and FC? These are important questions

that require answers to reveal the nature of training-induced plasticity

and to provide new evidence regarding brain mechanisms to explore the

changes in SC and FC between those training-related regions.

In this study, we compared the most relevant auditory and sensori-

motor networks of the rs-FC and SC in 29 novice healthy young adults

before and after musical training with those of another 27 novice par-

ticipants who were evaluated longitudinally but with no intervention.

We hypothesized that participants after training, as opposed to the

controls with no intervention, would exhibit (1) FC changes in the ICNs

within the auditory and motor networks and changes in the auditory–

motor interaction, (2) diffusion parameter (fractional anisotropy, (FA))

changes in the SC within the auditory and motor structural network,

and changed FA of the probabilistic tract pathway between the audi-

tory and motor areas, and (3) changes of FC would be related to FA

changes in the training group.

2 | MATERIALS AND METHODS

2.1 | Longitudinal experiment

2.1.1 | Participants

Sixty young healthy volunteers (29 males and 31 females) participated

in this study. Participants with neurological or psychiatric disorders,

such as schizophrenia, health problems affecting dexterity, and most

importantly, any experience of musical performance, were excluded fol-

lowing a questionnaire. Depressed persons, which were identified by a

score >14 on the Beck Depression Inventory (BDI) (Beck & Steer,

1987), were excluded. Participants who were left-handers or mixed-

handers, as identified via a handedness questionnaire (a modified ver-

sion of the Edinburgh Handedness Inventory) (Oldfield, 1971), were

also excluded. All participants were native Chinese speakers who had

grown up in China and provided written informed consent; in addition,

the local ethics committee approved this study.

2.1.2 | Assessment

The initial assessment included tests of overall cognitive and musical

abilities. Measures of overall cognitive and musical abilities were pre-

sented to confirm that the training group and control group had similar

cognitive and musical abilities and to compare possible training-related

changes with these abilities. All participants were given the Advanced

Measures of Music Audiation (1989) which was developed by Edwin E.

Gordon to measure musical aptitude or the potential to learn in the

musical domain. In the measurement, a series of 30 taped melodic

excerpts were played, and participants listened and distinguished

potential rhythmic and melodic alterations by choosing the appropriate

answer. The percentile rank scores were acquired based on Gordon’s

table for individuals with a minimum of 12 years of education. In addi-

tion, an IQ score containing a performance IQ (PIQ) and a verbal IQ

(VIQ) for each participant was acquired by employing the Wechsler

Adult Intelligence Scale-Revised Chinese revised version (WAIS-RC)

(Gong, 1992). Moreover, the trail making tests (parts A and B) (Reitan &

Wolfson, 1985) were also performed to assess the visual processing

and motor abilities.

The participants, who lacked a musical background (AMMA score:

20�80) and had normal intelligence (IQ score: 115�140), were ran-

domly divided into a training group, which received 24 weeks piano

training, and a control group without any training. Initially, 30 (14

males) participants were enrolled in the training group and 30 (15

males) participants were enrolled in the control group. Four persons (3

males and 1 female) dropped out due to a failure to comply with the

training rules or due to health problems not related to the study design,

which resulted in 29 participants (13 males) in the training group and

27 participants (13 males) in the control group.

We used a within-subject design comprising a training group in

which participants received 24 weeks piano training, and a control

group without any training. Participants were all tested at three time

points: at the beginning (Tp1) and the end (Tp2) of 24 weeks training

and at 12 weeks after training (Tp3) as shown in Figure 1a. At each

time point, the participants received behavioral tests and scanning ses-

sions. Three subtests (block design, digit symbol, and digit span) of the

WAIS-RC and trail making tests were repeated at all the three time

points. These tests were chosen as repeated measures based on their

potential sensitivity to piano instruction with respect to motor, spatial,

visual, and sequential memory. Assessments and scans in the control

group were similar to those of the training group without receiving any

musical training between Tp1 and Tp2.
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A two-sample t test implemented in SPSS (SPSS version 22) was

used to test the demographic data and musical performance between

the two groups at baseline, except for gender (Chi-squared test). Two-

sample t tests were also used to examine whether there were any dif-

ferences between the two groups of these cognitive abilities at base-

line. A mixed ANOVA with a between-subject factor group (training

group and control group) and within-subject factor time (Tp1, Tp2, and

Tp3) was performed to determine the group effects on the assess-

ments of cognitive and musical abilities, including age, gender, and edu-

cation as covariates of no interest. Significant interactions were

followed by a post hoc pairwise t test between the factor of time to

determine which of the time points differ from each other.

2.1.3 | Procedures

The musical training program was designed to include professional

instruction, practice with the instruction, and a final musical perform-

ance. The program required participants to attend a one-hour music

course once a week in the form of one-to-two lessons by professional

musicians. The professional musicians provided instructions regarding

music theory, progressive difficulty in musical performance, and techni-

cal motor exercises. The music theory taught in the weekly one-hour

course took about 10 min. The time spent on the music theory learning

was nearly the same for each participant and about 4 h for the whole

training program. Instructions of music theory and progressive difficulty

in musical performance referred to the Bastien Piano for Adults-Book 1

FIGURE 1 Framework for the investigation. (a) Longitudinal experiment: we used a within-subject design comprising a training group in
which participants received 24-weeks piano training, and a control group with no intervention. Participants were all tested at 3-time points:
at the beginning (Tp1) and the end (Tp2) of 24 weeks training and at 12 weeks after training (Tp3). At each time point, the participants all
received musical assessments, behavioral tests, and scanning sessions. (b) MRI data processing: group ICA was used to acquire the auditory
network (AN) and sensorimotor network (SMN) and its corresponding time courses. Probabilistic fiber tracking was conducted to acquire
the WM tracts within and between the auditory and sensorimotor cortices: (i) voxel-wise ANOVA of AN and SMN; (ii) extraction of the
time series from the significant clusters; (iii) correlation analysis between the time series of the significant clusters; (iv) extraction of the
time courses from group ICA; (v) correlation analysis between the time series of AN and SMN; (vi) thresholded and binarized the WM tracts;
(vii) calculation of the mean FA of the pathways within the auditory or sensorimotor regions; (vii) calculation of the mean FA of the pathway
between the auditory and sensorimotor regions. Notes: Tp1, time point 1; Tp2, time point 2; Tp3, time point 3; ICA, independent compo-
nent analysis; AN, auditory network; SMN, sensorimotor network; FC, functional connectivity; SC, structural connectivity; ANOVA, analysis
of variance [Color figure can be viewed at wileyonlinelibrary.com]
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(Bastien, Bastien, & Bastien, 2000), and technical motor exercises

referred to as Hanon Piano Fingering Practice. A typical course began

with correcting errors in the weekly music theory assignment and

explaining new theoretical concepts for study. From the beginning of

the 18th week, in addition to the exercises in Bastien, one Hanon exer-

cise was assigned every week, and these often required one week to

complete at a moderate tempo. Specifically, a minimum practice time

of five 30-min sessions (i.e., five days, each day at least 30-min prac-

tice) and a maximum practice time of seven 60-min sessions (i.e., seven

days, each day at most one-hour practice) per week in the assigned

room was also required, and the practice time was logged. Exercises for

participants were also presented in the Bastien Piano for Adults-Book 1

(Bastien et al., 2000) and the Hanon Piano Fingering Practice. Finally, the

participants performed selected pieces from Bastien Piano for Adults-

Book 1 and were assessed by professional musicians. In addition, every-

one who finished the program could individually and skillfully perform

the selected pieces, which was equivalent to being certified by the

Central Conservatory of Music piano level 4.

2.2 | Image acquisition

MRI scans were collected at each of the 3 measurement time points in

the study. All the MRI data were obtained using a SIEMENS Trio Tim

3.0T scanner with a 12-channel phased array head coil in the Imaging

Center for Brain Research, Beijing Normal University. The 3D high-

resolution brain structural images were acquired using T1-weighted,

sagittal 3D magnetization prepared rapid gradient echo (MPRAGE)

sequences. The sequence parameters had a repetition time

(TR) 5 2,530 ms, echo time (TE) 5 3.39 ms, inversion time (TI) 5 1,100

ms, flip angle578, FOV5256 mm 3 256 mm, in-plane reso-

lution5256 3 256, slice thickness51.33 mm, and 144 sagittal slices

covering the whole brain. The diffusion-weighted imaging data were

acquired using a single-shot twice-refocused spin-echo diffusion echo-

planar imaging (EPI) sequence. The sequence parameters were TR/

TE58,000 ms/89 ms, 30 nonlinear diffusion directions with

b51,000 s/mm2, and an additional volume with b50 s/mm2, data

matrix5128 3 128, field of view (FOV)5282 mm 3 282 mm, 2.2

mm slice thickness, isotropic voxel size (2.2 mm)3, bandwidth

(BW) 5 1,562 Hz/pixel, and 62 transverse slices without gaps covering

the whole brain and two averages. During the resting-state session, the

participants were instructed to hold still, stay relaxed, and keep their

eyes closed but not fall asleep. The functional MRI data were obtained

using an echo-planar imaging (EPI) sequence with the following param-

eters: 33 axial slices, thickness/gap53.5/0.7 mm, in-plane reso-

lution564 3 64, repeat time (TR) 5 2,000 ms, echo time (TE) 5 30

ms, flip angle5908, and a field of view (FOV)5200 3 200 mm. None

of the participants fell asleep according to a simple questionnaire after

the scan.

2.3 | Functional connectivity analysis

Data processing was conducted using the Data Processing Assistant

for the Resting-State Toolbox (DPARSF, http://rfmri.org/DPARSF; (Yan

& Zang, 2010)). Preprocessing included the following steps: (a) slice-

timing correction for interleaved acquisitions; (b) head motion correc-

tion where the images are registered to the mean of the images after

registering to the first image in the series; (c) T1 structural image core-

gistration to the functional image; (d) segmentation of the transformed

structural image into grey matter, white matter, and cerebrospinal fluid;

(e) spatial normalization for motion corrected functional images to the

MNI space; and (f) spatial smoothing with a 4-mm Gaussian Kernel.

The spontaneous brain activity measured by rs-fMRI is typically

organized in a limited number of brain networks, which are often

referred to as ICNs (Beckmann, DeLuca, Devlin, & Smith, 2005; Damoi-

seaux et al., 2006; Shehzad et al., 2009). According to our hypotheses,

the two most relevant networks were selected: auditory network (AN)

and sensorimotor network (SMN). The group ICA algorithm from the

fMRI toolbox (GIFT) software (http://icatb.sourceforge.net/groupica.

htm) was used to extract the spatially independent but temporally

coherent components (ICs). Data sets were temporally concatenated

through subjects for one session and then concatenated through all

sessions, and the data dimensions were reduced to the number of ICs

using principal component analysis (PCA) (Calhoun, Adali, Pearlson, &

Pekar, 2001). The optimal number of ICs in the dataset was 29 as esti-

mated by the minimum length description (MLD) criteria implemented

in the GIFT (Li, Adalı, & Calhoun, 2007). Accordingly, 29 ICs were

acquired using the Infomax algorithm to decompose the data from all

subjects (Bell & Sejnowski, 1995), which generated a spatial map and a

time course for each IC. To determine the repeatability of the ICs, 50

ICA iterations were performed using ICASSO, and the best estimate for

each IC was utilized (Himberg, Hyvärinen, & Esposito, 2004). Finally,

the individual IC maps and time courses were computed by back recon-

struction using both aggregate components and the results from the

data reduction step (Calhoun et al., 2001; Erhardt et al., 2011). The

ICNs were classified by visually examining the spatial pattern (by reject-

ing the ICs related with physiological artifacts) and the spectral fre-

quency (<0.1 Hz) (Lowe, Mock, & Sorenson, 1998).

A mixed ANOVA (i.e., flexible factorial model in SPM12) with a

between-subject factor group (training group and control group) and a

within-subject factor time (Tp1, Tp2, and Tp3) was performed to deter-

mine the group effects on SMN and AN including age, sex, and educa-

tion as covariates of no interest. Significant interactions were followed

by a post hoc pairwise t test between the factors of time. In the case

of a significant test, we applied the family-wise error (FWE, p< .05)

correction to the p values of the comparison of interest. Then, average

time series were extracted from spherical ROIs centering on the local

maxima peak of significant clusters with a radius of 8 mm. Functional

connectivity within each ICN was acquired by calculating the correla-

tion between any two of the average time series. In addition, the FC

between SMN and AN was also estimated by calculating the correla-

tion of their corresponding time courses. Statistical analyses of FC

within and between SMN and AN were performed using a mixed

ANOVA with post hoc tests implemented in SPSS. Finally, a correlation

analysis was performed using linear regression between the changes in

FC (only for those in which the post hoc pairwise t test was significant)

with the practice time in the training group.

LI ET AL. | 2101

http://rfmri.org/DPARSF
http://icatb.sourceforge.net/groupica.htm
http://icatb.sourceforge.net/groupica.htm


2.4 | Structural connectivity analysis

All tensor calculations and probabilistic fiber tracking were conducted

using FSL (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL) (Smith et al., 2004).

First, the raw 4D data were corrected for distortions due to eddy cur-

rents and the head motion between volumes by using an affine registra-

tion to the first b50 volume by means of FLIRT (Jenkinson & Smith,

2001). In addition, a brain extraction tool (BET) (Smith, 2002) was used to

extract the brain and exclude dura, skull, scalp, and other nonbrain tissue.

Second, the diffusion tensor model was built to obtain the FA, eigenvec-

tor, and eigenvalue maps for each subject. Then, the linear affine and

nonlinear transform registrations were used to register individual FA

map to an FMRIB FA template in the MNI space. The resulting warping

transformations were then applied to resample the images of FA into the

MNI space with a 2 3 2 3 2 mm spatial resolution. The normalized

images were then smoothed with a Gaussian kernel of 6 mm to reduce

image noise andmisalignment between the subjects.

Probabilistic fiber tracking was conducted between 2 ROIs: sensori-

motor and auditory cortices created in the AAL template, which involved

the bilateral precentral/postcentral gyrus, supplementary motor area

(SMA), superior temporal gyrus, and Heschl’s gyrus. The fiber tracking

algorithmwas performed from all voxels within each seedmask and gen-

erated 5,000 streamline samples per seed voxel with a curvature thresh-

old of 0.2, a step length of 0.5 mm, and a maximum number of 2,000

steps. One ROI was used as the seed mask and a connection distribution

was calculated between the pair of masks with another ROI as the target

mask, and this process was repeatedly computed with another ROI as

the seed mask. Finally, the probability of a given voxel on the pathway

was represented by the sumof these samples that reached a target voxel

from a given seed voxel. The results of the probabilistic tractography for

each subject were thresholded and binarized to create a probabilistic

fiber mask within which the mean FA for each subject was computed.

The threshold was the sum of the samples sent out from the 2 ROIs and

multiplied by the same percentage of 0.2%. The SC between the sensori-

motor and auditory cortices was estimated by the mean FA of the tracts

between the two cortices. The WM tracts within the auditory or

sensorimotor cortex were reconstructed by performing probabilistic

fiber tracking in which the seed mask and target mask were both the

auditory or sensorimotor regions in the AAL template. SCwithin the sen-

sorimotor or auditory cortex was respectively calculated by the mean FA

of the tracts within each of the cortex.

Statistical analyses of SCs within and between the sensorimotor

and auditory networks were performed using mixed ANOVA with post

hoc tests implemented in SPSS. In addition, a correlation analysis was

performed using linear regression between the changes in SC (only

those for which the post hoc pairwise t test was significant) with prac-

tice time in the training group.

2.5 | Relationship between FC and SC

FC is intrinsically dependent on SC for fast and efficient transfer of

information, but it is unknown what degree FC is constrained by or

related to characteristics of SC (Fjell et al., 2017). Due to the complex

relationship between SC and FC, we explored the relationship between

FC change and SC change (Tp2–Tp1) induced by musical training in the

training group, which was tested by regression analysis with SC change

as the independent variable and FC change as the dependent variable.

3 | RESULTS

3.1 | Participants and demographics

Twenty-nine participants in the training group (13 males, age 23.106

1.37) and 27 participants in the control group (13 males, age 23.336

1.39) completed the study. Moreover, the groups did not differ in

terms of gender, age, education, BDI, IQ, and AMMA scores (p> .05) at

baseline as shown in Table 1.

The mean scores and standard variances of the repeated cognitive

ability assessments were shown in Table 2. No significant differences

were found in any of these cognitive abilities between the two groups

at baseline. A mixed ANOVA suggested that no significant interactions

of the group over time were found in trail making test part A (p5 .914)

and part B (p5 .424). In addition, no significant interactions of the

TABLE 1 The participant characteristics and demographics

Control group
(n527)

Training group
(n5 29) p value

Gender (M/F) 13/14 13/16 .803

Age (years) 23.33 (1.39) 23.10 (1.37) .536

Education 16.70 (1.26) 16.59 (1.09) .709

BDI 5.15 (3.87) 4.71 (3.62) .646

IQ 128.19 (7.33) 129.11 (5.65) .598

AMMA tonal percentile rank 54.26 (14.78) 59.34 (10.78) .145

AMMA rhythm percentile rank 46.90 (14.54) 53.83 (11.61) .116

AMMA composite percentile rank 51.93 (15.31) 57.28 (11.08) .351

Note. Abbreviations: AMMA5Advanced Measures of Music Audiation; BDI5Beck Depression Inventory; M/F, male/female.
Age, education, BDI, IQ, and AMMA scores of participants in both groups at baseline are expressed as the mean (SD), and p values for demographics
were shown in the right column.
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group over time were found in any of the repeated WAIS-RC subtests:

digit span (p5 .995), digit symbol (p5 .757), and block design

(p5 .440). However, mixed ANOVA showed a significant main effect

for time on all these cognitive tests: digit span (F56.695, p5 .002),

digit symbol (F57.97, p5 .001), block design (F56.568, p5 .002), trail

making test part A (F512.19, p< .001), and part B (F57.807, p5 .01).

3.2 | Functional connectivity

The auditory network was formed by the bilateral middle and superior

temporal gyrus and Heschl’s gyrus, whereas the SMN was formed by

the bilateral precentral/postcentral gyrus and the bilateral SMA, as

shown in Figure 2. The results showed no significant interaction of the

group over time in the auditory network. However, for SMN, a signifi-

cant interaction of the group over time has been found in areas of the

bilateral postcentral, left superior parietal gyrus, right inferior parietal

gyrus, right precentral gyrus, and right superior frontal gyrus. The local

maxima peak coordinates in the MNI space and cluster size are shown

in Table 3. No significant interaction of the group over time has been

found except for the FC between the right postcentral and right pre-

central (F55.410, p5 .006). In addition, post hoc pairwise comparisons

showed increased FC between the right postcentral and right precen-

tral gyri when compared after (Tp2) with before musical training (Tp1)

(**p< .001) and decreased FC when comparing Tp3 with Tp2

(*p5 .001) in the training group, whereas there was no significant

change in the control group as shown in Figure 3a.

In addition to FC within ICN, significant interaction of the group

over time has been found (F55.588, p5 .005) in FC of auditory-motor

network and post hoc pairwise comparisons showed increased FC of

the auditory-motor network when Tp2 was compared with Tp1

TABLE 2 Cognitive assessment data for training and control participants

Control group (n5 27) Training group (n5 29)

Tp1 Tp2 Tp3 Tp1 Tp2 Tp3 *p value

Trail making tests

Part A 23.37 (5.89) 19.94 (4.39) 17.95 (3.14) 27.76 (10.27) 24.10 (8.95) 21.32 (8.15) 0.057
Part B 54.75 (16.68) 43.43 (9.25) 47.45 (22.92) 60.11 (35.04) 45.18 (12.55) 41.94 (13.72) 0.474

WAIS-RC subtests

Digit span 15.1 (2.50) 15.7 (2.27) 16.1 (2.30) 14.5 (2.52) 15.6 (2.48) 16.3 (2.27) 0.299
Digit symbol 17.1 (1.59) 17.4 (1.40) 17.6 (1.25) 17.5 (1.57) 18.1 (1.10) 18.2 (1.05) 0.338
Block design 14.1 (1.23) 14.6 (0.97) 14.5 (0.98) 14.1 (1.22) 14.5 (0.95) 14.7 (0.75) 0.975

Note. Abbreviations: Tp15 time point 1; Tp25 time point 2; Tp35 time point 3; WAIS-RC5Wechsler Adult Intelligence Scale-Revised Chinese revised
version.
Cognitive assessment data for training and control participants are expressed as mean (SD) for all the three time points and p values for these cognitive
assessments at the baseline were shown in the right column (*p value).

FIGURE 2 The functional auditory network and sensorimotor network. The auditory network and sensorimotor network were identified by
group ICA. The AN was formed by the bilateral middle and superior temporal gyrus, and Heschl’s gyrus; the SMN was formed by the
bilateral precentral/postcentral gyrus and bilateral SMA. Note: AN, auditory network; SMN, sensorimotor network; SMA, supplementary
motor area [Color figure can be viewed at wileyonlinelibrary.com]
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(**p< .001), decreased FC when Tp3 was compared with Tp2

(*p5 .003) and increased FC when Tp3 was compared with Tp1

(*p5 .02) in the training group, whereas there was no significant

change in the control group as shown in Figure 3c.

3.3 | Structural connectivity

The WM tracts within sensorimotor and auditory cortices and between

the sensorimotor and auditory cortices are displayed in Figure 4a and

4b, and the two areas are mainly connected by the corticospinal tract

(CST), the superior longitudinal fasciculus (SLF), and the corpus cal-

losum (CC), of which the mean FA was calculated. A significant interac-

tion of the group over time in the WM tracts between these two areas

has been found (F55.643, p5 .005) and post hoc pairwise compari-

sons showed increased mean FA of the WM tracts when Tp2 was

compared with Tp1 (**p< .001) and decreased mean FA when Tp3

was compared with Tp2 (**p< .001) in the training group, whereas

there was no significant change in the control group as shown in Figure

5a. However, no significant interactions of the group over time have

been found in any of the four structural networks within the auditory

and sensorimotor areas.

3.4 | Correlation analysis

In Figure 3b, the correlation analysis revealed that the increased FC

within SMN (between right postcentral and right precentral gyri) when

comparing after with before training, was positively correlated with

TABLE 3 Clusters with a significant interaction of group over time
in sensorimotor network

Index
Number of
voxels

Peak MNI
coordinate

Peak MNI
coordinate
region (AAL)

1 73 263 221 24 Postcentral_L

2 93 60 224 27 Postcentral_R

3 101 218 260 60 Parietal_Sup_L

4 52 36 242 39 Parietal_Inf_R

5 50 42 221 51 Precentral_R

6 24 21 3 54 Frontal_Sup_R

Note. Abbreviations: Postcentral_L5 left postcentral gyrus; Postcen-
tral_R5 right postcentral gyrus; Parietal_Sup_L5 left superior parietal
gyrus; Parietal_Inf_R5 right inferior parietal gyrus; Precentral_R5 right
precentral gyrus; Frontal_Sup_R5 right superior frontal gyrus.

FIGURE 3 Functional connectivity comparisons and correlation analyses. (a) Comparisons showed increased functional connectivity
between the right postcentral and right precentral gyri (regions within SMN) when Tp2 (at the end of training) was compared with Tp1 (at
the beginning of training) (**p< .001) and decreased functional connectivity when Tp3 (at 12 weeks after training) was compared with Tp2
(*p5 .001) in the training group, whereas there was no significant change in the control group. (b) The scatter plot shows that participants
in the training group who practiced for longer time showed greater increased functional connectivity (Tp2–Tp1) between right postcentral
and precentral gyri (r25:395; p < :001). (c) Comparisons showed increased functional connectivity between SMN and AN when Tp2 (at the
end of training) was compared with Tp1 (at the beginning of training) (**p< .001), decreased functional connectivity when Tp3 (at 12 weeks
after training) was compared with Tp2 (*p5 .003), and increased functional connectivity when Tp3 was compared with Tp1 (*p5 .02) in the
training group, whereas there was no significant change in the control group. (d) No significant correlation was found between the changes
of functional connectivity (Tp2–Tp1) between the auditory and sensorimotor cortices and the practice time in the training group
(r25:045; p5:27). Note: Tp1, time point 1; Tp2, time point 2; Tp3, time point 3; FC, functional connectivity; SMN, sensorimotor network;
AN, auditory network
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practice time (r25:395; p < :001) such that participants who practiced

for longer time showed greater increased FC. In addition, the mean FA

of the WM tracts between auditory and sensorimotor cortices corre-

lated positively with practice time in the training group

(r250:370; p < :001) as shown in Figure 5b. That is, participants who

practiced longer showed greater enhanced SC of the auditory-motor

network. However, as seen in Figure 3d, there was no significant rela-

tionship between practice time and the changes in FC between the

auditory and sensorimotor cortices in the training group

(r25:045; p5:27). Moreover, we have also analyzed the relationship

FIGURE 4 White matter fiber pathway within and between auditory and sensorimotor regions. (a) The WM tracts between auditory and
sensorimotor regions were reconstructed by performing probabilistic fiber tracking between two ROI masks (auditory and sensorimotor
regions). The two ROIs were connected by the corticospinal tract, superior longitudinal fasciculus, and corpus callosum. (b) The WM tracts
within the auditory or sensorimotor regions were reconstructed by performing a probabilistic fiber tracking in which the seed mask and
target mask were both the auditory and sensorimotor regions in the AAL template. Note: L, left side of the brain; R, right side of the brain;
A, anterior side of the brain; P, posterior side of the brain [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 5 Structural connectivity comparisons and correlation analysis. (a) Structural connectivity between auditory and sensorimotor
regions was evaluated by the mean FA of the WM tracts between the two regions in which probabilistic tracking was obtained.
Comparisons showed increased mean FA of the WM tracts between sensorimotor and auditory cortices when Tp2 (at the end of training)
was compared with Tp1 (at the beginning of training) (**p< .001) and decreased mean FA when Tp3 (at 12 weeks after training) was
compared with Tp2 (**p< .001) in the training group, whereas there was no significant change in the control group. (b) Correlation analysis
showed that increased mean FA of the WM tracts (Tp2–Tp1) between sensorimotor and auditory cortices was positively correlated with
practice time in the training group (r25:370; p < :001). Note: Tp1, time point 1; Tp2, time point 2; Tp3, time point 3; FA, fractional
anisotropy; WM, white matter
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between the decrease in Tp3 of structural and functional connectivity

changes and the training hours in the training group. The results

showed that the decreased functional connectivity within the sensori-

motor network (Tp2–Tp3) was positively correlated with the practice

time (r25:146; p5:041). However, there were no significant correla-

tions between the practice time and the decreased functional or struc-

tural connectivity of the auditory-motor network (p> .05).

3.5 | Relationship between functional and structural

connectivity

It can be seen from Figures 3c and 5a that both FC and SC of the

auditory-motor network were increased in the training group when

Tp2 was compared with Tp1, showing good correspondence between

FC and SC. For connectivity within the two regions, only increased FC

within the sensorimotor area (between right postcentral and right pre-

central gyri) was found in the training group as shown in Figure 3a but

with no significant changes of SC. In addition, the relationship between

the significant changes of FC and SC of the auditory-motor network

was explored by performing regression analysis in the training group.

No significant correlation between changes of FC and SC of the

auditory-motor network was found in the training group (p5 .933).

4 | DISCUSSION

In this study, we investigated the impact of musical training on the

structural and functional connectivity of the auditory and sensorimotor

regions. Besides, we also analyzed the relationship between SC and FC

of the two regions. Notably, we targeted at the auditory and sensori-

motor regions, the most related regions during the musical perform-

ance, and demonstrated that musical training affects FC within the

sensorimotor regions, whereas no effects were found within the audi-

tory regions. In addition, we also found that musical training was asso-

ciated with increased FC of the auditory-motor network and increased

SC between the two regions. Moreover, the effects on FC within the

sensorimotor regions and SC between the auditory and sensorimotor

regions were stronger in participants with longer training time.

4.1 | Functional connectivity within and between

the auditory and sensorimotor networks

The obtained ICNs in our resting-state fMRI analysis were consistent

with the main networks found in previous studies (Allen et al., 2014). In

this study, the ICNs showed significant training-related changes in the

SMN but not the AN. Previous studies used magnetoencephalographic

(MEG) measurements of the mismatch negativity (MMNm) with brain

sources within the auditory cortex to evaluate the training-induced

cortical response changes not the functional connectivity within the

auditory cortex (Lappe, Herholz, Trainor, & Pantev, 2008; Lappe,

Trainor, Herholz, & Pantev, 2011). They found differential training

effects between mere auditory musical training and sensorimotor-

auditory training. While there was a significant increase in the mis-

match negativity after sensorimotor piano training, there was no

functional increase in the mismatch negativity after mere auditory

training. The SMN, which showed the significant interaction of the

group over time included regions of bilateral postcentral gyrus, left

superior parietal gyrus, right inferior parietal gyrus, right precentral

gyrus, and right superior frontal gyrus. In line with previous studies

(Palomar-García, Zatorre, Ventura-Campos, Bueichek�u, & �Avila, 2017),

we also found enhanced FC within sensorimotor areas. In contrast to

increased activities in motor areas (Herholz, Coffey, Pantev, & Zatorre,

2016), enhanced FC between subareas in sensorimotor cortex (right

precentral and postcentral gyri), that is, FC within the sensorimotor

network, was found in the present study. Previous fMRI studies have

suggested that the activity of the subareas of the primary motor cortex,

which was mentioned above, was related to voluntary finger move-

ments (Indovina & Sanes, 2001). In addition to the motor areas,

increases in the magnitude of the task-evoked BOLD response in the

primary somatosensory cortex have also proven to be associated with

long-term motor skill learning (Floyer-Lea & Matthews, 2005). It has

been suggested that somatosensory feedback is also important in

motor task learning (Asanuma & Pavlides, 1997; Kaelin-Lang et al.,

2002; Pavlides, Miyashita, & Asanuma, 1993), which is a major source

of afferents to the primary motor cortex (Asanuma, Stoney, & Abzug,

1968). Activation of both the somatosensory and motor cortices in

hand movements (Kleinschmidt, Nitschke, & Frahm, 1997) suggests the

importance of afferent feedback in full movement. The results of this

study are compatible with this concept of afferent feedback because

we found higher functional connectivity between primary motor and

somatosensory cortices after musical training. Thus, we can infer that

the information interaction of the local somatosensory and motor areas

can be modulated by long-term musical training in young adults.

In addition to increased FC within the sensorimotor network, our

results also showed increased rs-FC of the auditory-motor network

after long-term musical training. Feedback interactions are particularly

relevant in playing an instrument, where performers must listen to each

note they produce and perform appropriate action adjustments in due

course. It has been proven that musicians can still perform prere-

hearsed pieces when auditory feedback is blocked, but expressive

aspects of performance are affected (Repp, 1999). More importantly,

when auditory feedback is experimentally manipulated by the introduc-

tion of delays or distortions, the motor performance is significantly

altered (Pfordresher & Palmer, 2006). Thus, information integration

between auditory and sensorimotor cortices is of particular importance

in musical performance, which indicates that the FC of the auditory-

motor network increased after long-term musical training.

Perfect musical performance requires the interaction of local infor-

mation within the auditory and sensorimotor cortices and global inte-

gration between the two areas. The results of this study showed

enhanced local interaction within the sensorimotor cortex and global

integration between the auditory and sensorimotor cortices after long-

term musical training. Interestingly, in this study, participants in the

training group with more hours of practice showed a greater increase

in FC within the sensorimotor network. This finding indicates the possi-

bility of brain plasticity in local interaction within the sensorimotor
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cortex. Our findings provide new evidence for revealing the mechanism

of brain functional organization modulated by musical training.

4.2 | Structural connectivity within and between

auditory and sensorimotor networks

In contrast to focusing on white matter architectures, we used proba-

bilistic fiber tracking to construct the structural connectivity within and

between auditory and sensorimotor areas. Consistent with the

increased FA reported in previous studies (Halwani, Loui, Rueber, &

Schlaug, 2011; R€uber, Lindenberg, & Schlaug, 2015; Steele, Bailey,

Zatorre, & Penhune, 2013), we also found increased mean FA of WM

tracts between the sensorimotor and auditory cortices after long-term

musical training and receded when exercise stopped, whereas no sig-

nificant changes in mean FA were found within the auditory or sensori-

motor cortex in this study. Auditory and sensorimotor cortices are

mainly connected by the corticospinal tract (CST), superior longitudinal

fasciculus (SLF), and corpus callosum (CC). Both CST and SLF are part

of the sensorimotor system. The fiber of the CST plays a key role in

the control of voluntary movement which projects from the sensorimo-

tor and premotor cortices to the motor-neurons in the spinal cord. The

SLF links posterior sensory to the frontal regions, which involves the

integration of sensory and motor information for action (Hecht et al.,

2013; Rodriguez-Herreros et al., 2015). The body of CC connects pre-

motor and sensorimotor regions, whereas the splenium connects the

visual, parietal, and auditory regions (Hofer & Frahm, 2006; Knyazeva,

2013). The lateral portions of the CC are crossed by other fiber tracts,

including the SLF and the CST. The FA changes of these pathways

have been shown to be related to musical performance (Giacosa, Kar-

pati, Foster, Penhune, & Hyde, 2016; Steele et al., 2013). Children with

15 months musical training showed larger deformation changes of CC

compared with the controls which supported the findings in this study

(Hyde et al., 2009). Increases in FA are thought to be associated with

changes in axon diameter, the fanning of primary fibers or the density

and coherence of secondary fibers in crossing regions (Douaud et al.,

2009, 2011; Zatorre, Fields, & Johansen-Berg, 2012). Playing the piano

requires the coordinated action of two hands, auditory feedback and

interhemispheric interactions, and may place greater demands on inter-

actions between auditory and sensorimotor regions (Zatorre, Chen, &

Penhune, 2007), thus promoting the enhanced connections that are

indexed by increased FA. In addition, the increased FA of fibers

between auditory and sensorimotor cortices was correlated with the

practice time in the training group. That is, participants who practiced

for longer time showed greater enhanced structural connectivity

between the musical performance related regions. Thus, it can be sug-

gested that musical training could induce modulation of long-range

brain structural connectivity, which mediates submodules of the brain.

4.3 | Relationship between functional and structural

connectivity

In this study, we found increased FC of the auditory-motor network

and increased SC between the two regions in the training group after a

long-term musical training, showing good correspondence between FC

and SC. However, the relationship between change in FC and change

in SC of auditory-motor network was not significant in the training

group, showing different modulation of FC and SC induced by musical

training. Besides increased FC and SC of auditory-motor network,

enhanced FC within the sensorimotor area but no significant changes

in SC within sensorimotor or auditory were found.

The human brain is organized by global integration of local interac-

tion in which global integration via long-range weak connections facili-

tate diverse cognitive function mediated by short-range dense

connectivity (Park & Friston, 2013). The long-range weak connections

are relatively flexible and facilitate diverse integration for various func-

tional demands (Ekman, Derrfuss, Tittgemeyer, & Fiebach, 2012; Her-

mundstad et al., 2013). Furthermore, the coupling between different

local interactions may bemore dynamic and task-related, which is plausi-

bly mediated by long-range structural connections, such as commissural

fibers for bilateral submodules and longitudinal fibers within a hemi-

sphere (Allen et al., 2014; Park et al., 2012), than the strong coupling

within local interactions. Thus, it can be interpreted that both the rela-

tively static SC and the dynamic FC between training related regions

could be induced changes after long-term intensive musical training but

changes in FC and SC are not necessarily strongly correlated.

In this study, the FC within the sensorimotor network and SC

between auditory and sensorimotor cortices changes degraded nearly to

baseline without training over 12 weeks. However, increased FC of the

auditory-motor network lasted for 12 weeks without further training

(even though lower than Tp2). The lasting increased long-range func-

tional connectivity between auditory and sensorimotor cortices may

underlie a brain optimization strategy that may reduce the need for the

equivalent dedicated structural networks and avoid the incremental met-

abolic costs in terms of modifying physical connections (Sami & Miall,

2013). Functional connectivity within sensorimotor network was signifi-

cantly increased after the musical training but decreased to the baseline

when training ended. Interestingly, participants in the training groupwho

practiced for a longer time showed greater increased functional connec-

tivity within the sensorimotor network during the training period and

also greater decrease after the training period. The transient changes of

the functional connectivity within the sensorimotor network could be

explained by the perspective that the local connectivity was more task-

related and may only characterize patterns of activity during training

(Park & Friston, 2013). However, there were no significant correlations

between the practice time and the decrease of the functional and struc-

tural connectivity between sensorimotor and auditory cortices. There-

fore, in future, the longitudinal study in which imaging data are acquired

at multiple time points could help for revealing the different dynamic

properties of training-related plastic changes in structural connectivity

and functional connectivity.

4.4 | Limitations and future directions

This study still has some limitations. First, the relationship between FC

and SC is complex and the alignment of FC and SC seems restricted to

specific regions (Fjell et al., 2017), thus an appropriate approach which
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can qualitatively and quantitatively characterize the SC–FC coupling is

needed to examine the effects of musical training on SC–FC relation-

ships of auditory and sensorimotor cortices. Second, we explored the

relationship between practice time and changes of connectivity. Even

though longer practice time may be linked with an increase in profi-

ciency (Sloboda, Davidson, Howe, & Moore, 1996), in future, the meas-

ures of the piano efficiency deserve to be recorded to investigate the

relationship between training and changes of connectivity. Third, SC

was estimated by tractography and based on diffusion imaging treating

the bilateral auditory or sensorimotor as a whole seed. Musical training

has been associated with increased hemispheric asymmetries (Boemio,

Fromm, Braun, & Poeppel, 2005; Zatorre, Belin, & Penhune, 2002), and

investigating the interhemispheric and intrahemispheric SC between

auditory and sensorimotor areas is of great importance. Fourth, partici-

pants in the training group received instructions in music theory while

the controls did not get any cognitive instructions at all, which may be

confounding in the analysis of training-induced auditory and sensori-

motor changes. Future studies are needed to shed more light on these

issues.
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Abstract
Playing music requires a strong coupling of perception and action mediated by multimodal integra-

tion of brain regions, which can be described as network connections measured by anatomical and

functional correlations between regions. However, the structural and functional connectivities

within and between the auditory and sensorimotor networks after long-term musical training

remain largely uninvestigated. Here, we compared the structural connectivity (SC) and resting-

state functional connectivity (rs-FC) within and between the two networks in 29 novice healthy

young adults before and after musical training (piano) with those of another 27 novice participants

who were evaluated longitudinally but with no intervention. In addition, a correlation analysis was

performed between the changes in FC or SC with practice time in the training group. As expected,

participants in the training group showed increased FC within the sensorimotor network and

increased FC and SC of the auditory-motor network after musical training. Interestingly, we further

found that the changes in FC within the sensorimotor network and SC of the auditory-motor net-

work were positively correlated with practice time. Our results indicate that musical training could

induce enhanced local interaction and global integration between musical performance-related

regions, which provides insights into the mechanism of brain plasticity in young adults.

K E YWORD S

auditory-motor network, brain plasticity, functional connectivity, musical training, structural

connectivity

1 | INTRODUCTION

Musical performance is complex requiring a strong coupling of percep-

tion and action (Schlaug, 2015) which intensive training can induce struc-

tural and functional changes in the brain (Boyke, Driemeyer, Gaser,

B€uchel, & May, 2008; Herdener et al., 2010; Klein, Liem, Hänggi, Elmer,

& Jäncke, 2016), even in a short-term training (Song, Skoe, Banai, &

Kraus, 2012). Musical training is an excellent model to study training-

related plasticity in auditory and motor areas. Previous studies have

reported that acquiring musical performance skills is associated with

functional and structural changes in the auditory and motor cortices

(Elmer, Hänggi, Meyer, & Jäncke, 2013; Putkinen, Tervaniemi, Saarikivi,

de Vent, & Huotilainen, 2014). Morphological changes (such as grey mat-

ter volume and cortical thickness) in different parts of the auditory and

motor cortices due to musical training have been reported in the whole-

brain analysis in cross-sectional (Bermudez, Lerch, Evans, & Zatorre,

2009; Gaser& Schlaug, 2003) and longitudinal (Hyde et al., 2009) studies.

In addition to morphological alterations, musical training has also been

associatedwith functional and structural connectivity between cortices.

The human brain is organized in a form of network architecture in

which local interactions (short-range connections) are integrated by

long-range connections to support diverse brain high-order cognitive

function (Park & Friston, 2013). String players, when playing their musi-

cal instruments, require information integration between different brain

regions supporting auditory, somatosensory, motor, and cognitive func-

tion. Resting-state functional MRI usually measures the spontaneous

low frequency fluctuations (<0.1 Hz) in the blood oxygen level-

dependent (BOLD) signals which reflects patterns of brain activity in

the absence of an external task. The functional connectivity measured

by rs-fMRI is generally inferred by the correlations of BOLD signals
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which reflect the synchronization of brain activity between distant

brain areas in the absence of an external task. Using independent com-

ponent analysis, the resting-state BOLD signals can be decomposed into

a limited number of brain networks called intrinsic connectivity networks

(ICNs). Functional communication between these networks was consid-

ered to be important in performing cognitive processes that integrate

information across different brain regions (Guerra-Carrillo, Mackey, &

Bunge, 2014; Harmelech & Malach, 2013). Structural connectivity (SC)

usually reflects large-range fiber bundles inferred from diffusion tensor

MRI, which can derive a structural brain network in terms of fiber bun-

dles according to the regions in which they are connected (Basser, Mat-

tiello, & LeBihan, 1994; Hagmann et al., 2007; Park et al., 2004). On a

relatively short time scale in which the effects of neuronal growth and

learning can be ignored, the structural networks constructed on the

basis of anatomical architectures can be considered relatively fixed dur-

ing different cognitive performances (Stam et al., 2016). However, it has

been demonstrated that functional connectivity is task-related and

state-dependent (Laird et al., 2013; Smith et al., 2009), which changes

with task when comparing the functional connectivity statistics during

the performance of visual attention and memory tasks (Hermundstad

et al., 2013). Dynamic functional networks are intrinsically dependent on

the static structural architecture of the connections that enable fast and

efficient hierarchical functional integration (Park & Friston, 2013). Play-

ing music depends on a strong coupling of perception and action medi-

ated by multimodal integration regions distributed throughout the brain,

especially the auditory and motor regions. Will SC of training-related

regions be modulated in young adults after long-term musical training? If

the FC is intrinsically constrained by the relatively static SC, how does it

change after this training? In addition, does musical training have effects

on the relationship between SC and FC? These are important questions

that require answers to reveal the nature of training-induced plasticity

and to provide new evidence regarding brain mechanisms to explore the

changes in SC and FC between those training-related regions.

In this study, we compared the most relevant auditory and sensori-

motor networks of the rs-FC and SC in 29 novice healthy young adults

before and after musical training with those of another 27 novice par-

ticipants who were evaluated longitudinally but with no intervention.

We hypothesized that participants after training, as opposed to the

controls with no intervention, would exhibit (1) FC changes in the ICNs

within the auditory and motor networks and changes in the auditory–

motor interaction, (2) diffusion parameter (fractional anisotropy, (FA))

changes in the SC within the auditory and motor structural network,

and changed FA of the probabilistic tract pathway between the audi-

tory and motor areas, and (3) changes of FC would be related to FA

changes in the training group.

2 | MATERIALS AND METHODS

2.1 | Longitudinal experiment

2.1.1 | Participants

Sixty young healthy volunteers (29 males and 31 females) participated

in this study. Participants with neurological or psychiatric disorders,

such as schizophrenia, health problems affecting dexterity, and most

importantly, any experience of musical performance, were excluded fol-

lowing a questionnaire. Depressed persons, which were identified by a

score >14 on the Beck Depression Inventory (BDI) (Beck & Steer,

1987), were excluded. Participants who were left-handers or mixed-

handers, as identified via a handedness questionnaire (a modified ver-

sion of the Edinburgh Handedness Inventory) (Oldfield, 1971), were

also excluded. All participants were native Chinese speakers who had

grown up in China and provided written informed consent; in addition,

the local ethics committee approved this study.

2.1.2 | Assessment

The initial assessment included tests of overall cognitive and musical

abilities. Measures of overall cognitive and musical abilities were pre-

sented to confirm that the training group and control group had similar

cognitive and musical abilities and to compare possible training-related

changes with these abilities. All participants were given the Advanced

Measures of Music Audiation (1989) which was developed by Edwin E.

Gordon to measure musical aptitude or the potential to learn in the

musical domain. In the measurement, a series of 30 taped melodic

excerpts were played, and participants listened and distinguished

potential rhythmic and melodic alterations by choosing the appropriate

answer. The percentile rank scores were acquired based on Gordon’s

table for individuals with a minimum of 12 years of education. In addi-

tion, an IQ score containing a performance IQ (PIQ) and a verbal IQ

(VIQ) for each participant was acquired by employing the Wechsler

Adult Intelligence Scale-Revised Chinese revised version (WAIS-RC)

(Gong, 1992). Moreover, the trail making tests (parts A and B) (Reitan &

Wolfson, 1985) were also performed to assess the visual processing

and motor abilities.

The participants, who lacked a musical background (AMMA score:

20�80) and had normal intelligence (IQ score: 115�140), were ran-

domly divided into a training group, which received 24 weeks piano

training, and a control group without any training. Initially, 30 (14

males) participants were enrolled in the training group and 30 (15

males) participants were enrolled in the control group. Four persons (3

males and 1 female) dropped out due to a failure to comply with the

training rules or due to health problems not related to the study design,

which resulted in 29 participants (13 males) in the training group and

27 participants (13 males) in the control group.

We used a within-subject design comprising a training group in

which participants received 24 weeks piano training, and a control

group without any training. Participants were all tested at three time

points: at the beginning (Tp1) and the end (Tp2) of 24 weeks training

and at 12 weeks after training (Tp3) as shown in Figure 1a. At each

time point, the participants received behavioral tests and scanning ses-

sions. Three subtests (block design, digit symbol, and digit span) of the

WAIS-RC and trail making tests were repeated at all the three time

points. These tests were chosen as repeated measures based on their

potential sensitivity to piano instruction with respect to motor, spatial,

visual, and sequential memory. Assessments and scans in the control

group were similar to those of the training group without receiving any

musical training between Tp1 and Tp2.
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A two-sample t test implemented in SPSS (SPSS version 22) was

used to test the demographic data and musical performance between

the two groups at baseline, except for gender (Chi-squared test). Two-

sample t tests were also used to examine whether there were any dif-

ferences between the two groups of these cognitive abilities at base-

line. A mixed ANOVA with a between-subject factor group (training

group and control group) and within-subject factor time (Tp1, Tp2, and

Tp3) was performed to determine the group effects on the assess-

ments of cognitive and musical abilities, including age, gender, and edu-

cation as covariates of no interest. Significant interactions were

followed by a post hoc pairwise t test between the factor of time to

determine which of the time points differ from each other.

2.1.3 | Procedures

The musical training program was designed to include professional

instruction, practice with the instruction, and a final musical perform-

ance. The program required participants to attend a one-hour music

course once a week in the form of one-to-two lessons by professional

musicians. The professional musicians provided instructions regarding

music theory, progressive difficulty in musical performance, and techni-

cal motor exercises. The music theory taught in the weekly one-hour

course took about 10 min. The time spent on the music theory learning

was nearly the same for each participant and about 4 h for the whole

training program. Instructions of music theory and progressive difficulty

in musical performance referred to the Bastien Piano for Adults-Book 1

FIGURE 1 Framework for the investigation. (a) Longitudinal experiment: we used a within-subject design comprising a training group in
which participants received 24-weeks piano training, and a control group with no intervention. Participants were all tested at 3-time points:
at the beginning (Tp1) and the end (Tp2) of 24 weeks training and at 12 weeks after training (Tp3). At each time point, the participants all
received musical assessments, behavioral tests, and scanning sessions. (b) MRI data processing: group ICA was used to acquire the auditory
network (AN) and sensorimotor network (SMN) and its corresponding time courses. Probabilistic fiber tracking was conducted to acquire
the WM tracts within and between the auditory and sensorimotor cortices: (i) voxel-wise ANOVA of AN and SMN; (ii) extraction of the
time series from the significant clusters; (iii) correlation analysis between the time series of the significant clusters; (iv) extraction of the
time courses from group ICA; (v) correlation analysis between the time series of AN and SMN; (vi) thresholded and binarized the WM tracts;
(vii) calculation of the mean FA of the pathways within the auditory or sensorimotor regions; (vii) calculation of the mean FA of the pathway
between the auditory and sensorimotor regions. Notes: Tp1, time point 1; Tp2, time point 2; Tp3, time point 3; ICA, independent compo-
nent analysis; AN, auditory network; SMN, sensorimotor network; FC, functional connectivity; SC, structural connectivity; ANOVA, analysis
of variance [Color figure can be viewed at wileyonlinelibrary.com]
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(Bastien, Bastien, & Bastien, 2000), and technical motor exercises

referred to as Hanon Piano Fingering Practice. A typical course began

with correcting errors in the weekly music theory assignment and

explaining new theoretical concepts for study. From the beginning of

the 18th week, in addition to the exercises in Bastien, one Hanon exer-

cise was assigned every week, and these often required one week to

complete at a moderate tempo. Specifically, a minimum practice time

of five 30-min sessions (i.e., five days, each day at least 30-min prac-

tice) and a maximum practice time of seven 60-min sessions (i.e., seven

days, each day at most one-hour practice) per week in the assigned

room was also required, and the practice time was logged. Exercises for

participants were also presented in the Bastien Piano for Adults-Book 1

(Bastien et al., 2000) and the Hanon Piano Fingering Practice. Finally, the

participants performed selected pieces from Bastien Piano for Adults-

Book 1 and were assessed by professional musicians. In addition, every-

one who finished the program could individually and skillfully perform

the selected pieces, which was equivalent to being certified by the

Central Conservatory of Music piano level 4.

2.2 | Image acquisition

MRI scans were collected at each of the 3 measurement time points in

the study. All the MRI data were obtained using a SIEMENS Trio Tim

3.0T scanner with a 12-channel phased array head coil in the Imaging

Center for Brain Research, Beijing Normal University. The 3D high-

resolution brain structural images were acquired using T1-weighted,

sagittal 3D magnetization prepared rapid gradient echo (MPRAGE)

sequences. The sequence parameters had a repetition time

(TR) 5 2,530 ms, echo time (TE) 5 3.39 ms, inversion time (TI) 5 1,100

ms, flip angle578, FOV5256 mm 3 256 mm, in-plane reso-

lution5256 3 256, slice thickness51.33 mm, and 144 sagittal slices

covering the whole brain. The diffusion-weighted imaging data were

acquired using a single-shot twice-refocused spin-echo diffusion echo-

planar imaging (EPI) sequence. The sequence parameters were TR/

TE58,000 ms/89 ms, 30 nonlinear diffusion directions with

b51,000 s/mm2, and an additional volume with b50 s/mm2, data

matrix5128 3 128, field of view (FOV)5282 mm 3 282 mm, 2.2

mm slice thickness, isotropic voxel size (2.2 mm)3, bandwidth

(BW) 5 1,562 Hz/pixel, and 62 transverse slices without gaps covering

the whole brain and two averages. During the resting-state session, the

participants were instructed to hold still, stay relaxed, and keep their

eyes closed but not fall asleep. The functional MRI data were obtained

using an echo-planar imaging (EPI) sequence with the following param-

eters: 33 axial slices, thickness/gap53.5/0.7 mm, in-plane reso-

lution564 3 64, repeat time (TR) 5 2,000 ms, echo time (TE) 5 30

ms, flip angle5908, and a field of view (FOV)5200 3 200 mm. None

of the participants fell asleep according to a simple questionnaire after

the scan.

2.3 | Functional connectivity analysis

Data processing was conducted using the Data Processing Assistant

for the Resting-State Toolbox (DPARSF, http://rfmri.org/DPARSF; (Yan

& Zang, 2010)). Preprocessing included the following steps: (a) slice-

timing correction for interleaved acquisitions; (b) head motion correc-

tion where the images are registered to the mean of the images after

registering to the first image in the series; (c) T1 structural image core-

gistration to the functional image; (d) segmentation of the transformed

structural image into grey matter, white matter, and cerebrospinal fluid;

(e) spatial normalization for motion corrected functional images to the

MNI space; and (f) spatial smoothing with a 4-mm Gaussian Kernel.

The spontaneous brain activity measured by rs-fMRI is typically

organized in a limited number of brain networks, which are often

referred to as ICNs (Beckmann, DeLuca, Devlin, & Smith, 2005; Damoi-

seaux et al., 2006; Shehzad et al., 2009). According to our hypotheses,

the two most relevant networks were selected: auditory network (AN)

and sensorimotor network (SMN). The group ICA algorithm from the

fMRI toolbox (GIFT) software (http://icatb.sourceforge.net/groupica.

htm) was used to extract the spatially independent but temporally

coherent components (ICs). Data sets were temporally concatenated

through subjects for one session and then concatenated through all

sessions, and the data dimensions were reduced to the number of ICs

using principal component analysis (PCA) (Calhoun, Adali, Pearlson, &

Pekar, 2001). The optimal number of ICs in the dataset was 29 as esti-

mated by the minimum length description (MLD) criteria implemented

in the GIFT (Li, Adalı, & Calhoun, 2007). Accordingly, 29 ICs were

acquired using the Infomax algorithm to decompose the data from all

subjects (Bell & Sejnowski, 1995), which generated a spatial map and a

time course for each IC. To determine the repeatability of the ICs, 50

ICA iterations were performed using ICASSO, and the best estimate for

each IC was utilized (Himberg, Hyvärinen, & Esposito, 2004). Finally,

the individual IC maps and time courses were computed by back recon-

struction using both aggregate components and the results from the

data reduction step (Calhoun et al., 2001; Erhardt et al., 2011). The

ICNs were classified by visually examining the spatial pattern (by reject-

ing the ICs related with physiological artifacts) and the spectral fre-

quency (<0.1 Hz) (Lowe, Mock, & Sorenson, 1998).

A mixed ANOVA (i.e., flexible factorial model in SPM12) with a

between-subject factor group (training group and control group) and a

within-subject factor time (Tp1, Tp2, and Tp3) was performed to deter-

mine the group effects on SMN and AN including age, sex, and educa-

tion as covariates of no interest. Significant interactions were followed

by a post hoc pairwise t test between the factors of time. In the case

of a significant test, we applied the family-wise error (FWE, p< .05)

correction to the p values of the comparison of interest. Then, average

time series were extracted from spherical ROIs centering on the local

maxima peak of significant clusters with a radius of 8 mm. Functional

connectivity within each ICN was acquired by calculating the correla-

tion between any two of the average time series. In addition, the FC

between SMN and AN was also estimated by calculating the correla-

tion of their corresponding time courses. Statistical analyses of FC

within and between SMN and AN were performed using a mixed

ANOVA with post hoc tests implemented in SPSS. Finally, a correlation

analysis was performed using linear regression between the changes in

FC (only for those in which the post hoc pairwise t test was significant)

with the practice time in the training group.
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2.4 | Structural connectivity analysis

All tensor calculations and probabilistic fiber tracking were conducted

using FSL (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL) (Smith et al., 2004).

First, the raw 4D data were corrected for distortions due to eddy cur-

rents and the head motion between volumes by using an affine registra-

tion to the first b50 volume by means of FLIRT (Jenkinson & Smith,

2001). In addition, a brain extraction tool (BET) (Smith, 2002) was used to

extract the brain and exclude dura, skull, scalp, and other nonbrain tissue.

Second, the diffusion tensor model was built to obtain the FA, eigenvec-

tor, and eigenvalue maps for each subject. Then, the linear affine and

nonlinear transform registrations were used to register individual FA

map to an FMRIB FA template in the MNI space. The resulting warping

transformations were then applied to resample the images of FA into the

MNI space with a 2 3 2 3 2 mm spatial resolution. The normalized

images were then smoothed with a Gaussian kernel of 6 mm to reduce

image noise andmisalignment between the subjects.

Probabilistic fiber tracking was conducted between 2 ROIs: sensori-

motor and auditory cortices created in the AAL template, which involved

the bilateral precentral/postcentral gyrus, supplementary motor area

(SMA), superior temporal gyrus, and Heschl’s gyrus. The fiber tracking

algorithmwas performed from all voxels within each seedmask and gen-

erated 5,000 streamline samples per seed voxel with a curvature thresh-

old of 0.2, a step length of 0.5 mm, and a maximum number of 2,000

steps. One ROI was used as the seed mask and a connection distribution

was calculated between the pair of masks with another ROI as the target

mask, and this process was repeatedly computed with another ROI as

the seed mask. Finally, the probability of a given voxel on the pathway

was represented by the sumof these samples that reached a target voxel

from a given seed voxel. The results of the probabilistic tractography for

each subject were thresholded and binarized to create a probabilistic

fiber mask within which the mean FA for each subject was computed.

The threshold was the sum of the samples sent out from the 2 ROIs and

multiplied by the same percentage of 0.2%. The SC between the sensori-

motor and auditory cortices was estimated by the mean FA of the tracts

between the two cortices. The WM tracts within the auditory or

sensorimotor cortex were reconstructed by performing probabilistic

fiber tracking in which the seed mask and target mask were both the

auditory or sensorimotor regions in the AAL template. SCwithin the sen-

sorimotor or auditory cortex was respectively calculated by the mean FA

of the tracts within each of the cortex.

Statistical analyses of SCs within and between the sensorimotor

and auditory networks were performed using mixed ANOVA with post

hoc tests implemented in SPSS. In addition, a correlation analysis was

performed using linear regression between the changes in SC (only

those for which the post hoc pairwise t test was significant) with prac-

tice time in the training group.

2.5 | Relationship between FC and SC

FC is intrinsically dependent on SC for fast and efficient transfer of

information, but it is unknown what degree FC is constrained by or

related to characteristics of SC (Fjell et al., 2017). Due to the complex

relationship between SC and FC, we explored the relationship between

FC change and SC change (Tp2–Tp1) induced by musical training in the

training group, which was tested by regression analysis with SC change

as the independent variable and FC change as the dependent variable.

3 | RESULTS

3.1 | Participants and demographics

Twenty-nine participants in the training group (13 males, age 23.106

1.37) and 27 participants in the control group (13 males, age 23.336

1.39) completed the study. Moreover, the groups did not differ in

terms of gender, age, education, BDI, IQ, and AMMA scores (p> .05) at

baseline as shown in Table 1.

The mean scores and standard variances of the repeated cognitive

ability assessments were shown in Table 2. No significant differences

were found in any of these cognitive abilities between the two groups

at baseline. A mixed ANOVA suggested that no significant interactions

of the group over time were found in trail making test part A (p5 .914)

and part B (p5 .424). In addition, no significant interactions of the

TABLE 1 The participant characteristics and demographics

Control group
(n527)

Training group
(n5 29) p value

Gender (M/F) 13/14 13/16 .803

Age (years) 23.33 (1.39) 23.10 (1.37) .536

Education 16.70 (1.26) 16.59 (1.09) .709

BDI 5.15 (3.87) 4.71 (3.62) .646

IQ 128.19 (7.33) 129.11 (5.65) .598

AMMA tonal percentile rank 54.26 (14.78) 59.34 (10.78) .145

AMMA rhythm percentile rank 46.90 (14.54) 53.83 (11.61) .116

AMMA composite percentile rank 51.93 (15.31) 57.28 (11.08) .351

Note. Abbreviations: AMMA5Advanced Measures of Music Audiation; BDI5Beck Depression Inventory; M/F, male/female.
Age, education, BDI, IQ, and AMMA scores of participants in both groups at baseline are expressed as the mean (SD), and p values for demographics
were shown in the right column.
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group over time were found in any of the repeated WAIS-RC subtests:

digit span (p5 .995), digit symbol (p5 .757), and block design

(p5 .440). However, mixed ANOVA showed a significant main effect

for time on all these cognitive tests: digit span (F56.695, p5 .002),

digit symbol (F57.97, p5 .001), block design (F56.568, p5 .002), trail

making test part A (F512.19, p< .001), and part B (F57.807, p5 .01).

3.2 | Functional connectivity

The auditory network was formed by the bilateral middle and superior

temporal gyrus and Heschl’s gyrus, whereas the SMN was formed by

the bilateral precentral/postcentral gyrus and the bilateral SMA, as

shown in Figure 2. The results showed no significant interaction of the

group over time in the auditory network. However, for SMN, a signifi-

cant interaction of the group over time has been found in areas of the

bilateral postcentral, left superior parietal gyrus, right inferior parietal

gyrus, right precentral gyrus, and right superior frontal gyrus. The local

maxima peak coordinates in the MNI space and cluster size are shown

in Table 3. No significant interaction of the group over time has been

found except for the FC between the right postcentral and right pre-

central (F55.410, p5 .006). In addition, post hoc pairwise comparisons

showed increased FC between the right postcentral and right precen-

tral gyri when compared after (Tp2) with before musical training (Tp1)

(**p< .001) and decreased FC when comparing Tp3 with Tp2

(*p5 .001) in the training group, whereas there was no significant

change in the control group as shown in Figure 3a.

In addition to FC within ICN, significant interaction of the group

over time has been found (F55.588, p5 .005) in FC of auditory-motor

network and post hoc pairwise comparisons showed increased FC of

the auditory-motor network when Tp2 was compared with Tp1

TABLE 2 Cognitive assessment data for training and control participants

Control group (n5 27) Training group (n5 29)

Tp1 Tp2 Tp3 Tp1 Tp2 Tp3 *p value

Trail making tests

Part A 23.37 (5.89) 19.94 (4.39) 17.95 (3.14) 27.76 (10.27) 24.10 (8.95) 21.32 (8.15) 0.057
Part B 54.75 (16.68) 43.43 (9.25) 47.45 (22.92) 60.11 (35.04) 45.18 (12.55) 41.94 (13.72) 0.474

WAIS-RC subtests

Digit span 15.1 (2.50) 15.7 (2.27) 16.1 (2.30) 14.5 (2.52) 15.6 (2.48) 16.3 (2.27) 0.299
Digit symbol 17.1 (1.59) 17.4 (1.40) 17.6 (1.25) 17.5 (1.57) 18.1 (1.10) 18.2 (1.05) 0.338
Block design 14.1 (1.23) 14.6 (0.97) 14.5 (0.98) 14.1 (1.22) 14.5 (0.95) 14.7 (0.75) 0.975

Note. Abbreviations: Tp15 time point 1; Tp25 time point 2; Tp35 time point 3; WAIS-RC5Wechsler Adult Intelligence Scale-Revised Chinese revised
version.
Cognitive assessment data for training and control participants are expressed as mean (SD) for all the three time points and p values for these cognitive
assessments at the baseline were shown in the right column (*p value).

FIGURE 2 The functional auditory network and sensorimotor network. The auditory network and sensorimotor network were identified by
group ICA. The AN was formed by the bilateral middle and superior temporal gyrus, and Heschl’s gyrus; the SMN was formed by the
bilateral precentral/postcentral gyrus and bilateral SMA. Note: AN, auditory network; SMN, sensorimotor network; SMA, supplementary
motor area [Color figure can be viewed at wileyonlinelibrary.com]
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(**p< .001), decreased FC when Tp3 was compared with Tp2

(*p5 .003) and increased FC when Tp3 was compared with Tp1

(*p5 .02) in the training group, whereas there was no significant

change in the control group as shown in Figure 3c.

3.3 | Structural connectivity

The WM tracts within sensorimotor and auditory cortices and between

the sensorimotor and auditory cortices are displayed in Figure 4a and

4b, and the two areas are mainly connected by the corticospinal tract

(CST), the superior longitudinal fasciculus (SLF), and the corpus cal-

losum (CC), of which the mean FA was calculated. A significant interac-

tion of the group over time in the WM tracts between these two areas

has been found (F55.643, p5 .005) and post hoc pairwise compari-

sons showed increased mean FA of the WM tracts when Tp2 was

compared with Tp1 (**p< .001) and decreased mean FA when Tp3

was compared with Tp2 (**p< .001) in the training group, whereas

there was no significant change in the control group as shown in Figure

5a. However, no significant interactions of the group over time have

been found in any of the four structural networks within the auditory

and sensorimotor areas.

3.4 | Correlation analysis

In Figure 3b, the correlation analysis revealed that the increased FC

within SMN (between right postcentral and right precentral gyri) when

comparing after with before training, was positively correlated with

TABLE 3 Clusters with a significant interaction of group over time
in sensorimotor network

Index
Number of
voxels

Peak MNI
coordinate

Peak MNI
coordinate
region (AAL)

1 73 263 221 24 Postcentral_L

2 93 60 224 27 Postcentral_R

3 101 218 260 60 Parietal_Sup_L

4 52 36 242 39 Parietal_Inf_R

5 50 42 221 51 Precentral_R

6 24 21 3 54 Frontal_Sup_R

Note. Abbreviations: Postcentral_L5 left postcentral gyrus; Postcen-
tral_R5 right postcentral gyrus; Parietal_Sup_L5 left superior parietal
gyrus; Parietal_Inf_R5 right inferior parietal gyrus; Precentral_R5 right
precentral gyrus; Frontal_Sup_R5 right superior frontal gyrus.

FIGURE 3 Functional connectivity comparisons and correlation analyses. (a) Comparisons showed increased functional connectivity
between the right postcentral and right precentral gyri (regions within SMN) when Tp2 (at the end of training) was compared with Tp1 (at
the beginning of training) (**p< .001) and decreased functional connectivity when Tp3 (at 12 weeks after training) was compared with Tp2
(*p5 .001) in the training group, whereas there was no significant change in the control group. (b) The scatter plot shows that participants
in the training group who practiced for longer time showed greater increased functional connectivity (Tp2–Tp1) between right postcentral
and precentral gyri (r25:395; p < :001). (c) Comparisons showed increased functional connectivity between SMN and AN when Tp2 (at the
end of training) was compared with Tp1 (at the beginning of training) (**p< .001), decreased functional connectivity when Tp3 (at 12 weeks
after training) was compared with Tp2 (*p5 .003), and increased functional connectivity when Tp3 was compared with Tp1 (*p5 .02) in the
training group, whereas there was no significant change in the control group. (d) No significant correlation was found between the changes
of functional connectivity (Tp2–Tp1) between the auditory and sensorimotor cortices and the practice time in the training group
(r25:045; p5:27). Note: Tp1, time point 1; Tp2, time point 2; Tp3, time point 3; FC, functional connectivity; SMN, sensorimotor network;
AN, auditory network
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practice time (r25:395; p < :001) such that participants who practiced

for longer time showed greater increased FC. In addition, the mean FA

of the WM tracts between auditory and sensorimotor cortices corre-

lated positively with practice time in the training group

(r250:370; p < :001) as shown in Figure 5b. That is, participants who

practiced longer showed greater enhanced SC of the auditory-motor

network. However, as seen in Figure 3d, there was no significant rela-

tionship between practice time and the changes in FC between the

auditory and sensorimotor cortices in the training group

(r25:045; p5:27). Moreover, we have also analyzed the relationship

FIGURE 4 White matter fiber pathway within and between auditory and sensorimotor regions. (a) The WM tracts between auditory and
sensorimotor regions were reconstructed by performing probabilistic fiber tracking between two ROI masks (auditory and sensorimotor
regions). The two ROIs were connected by the corticospinal tract, superior longitudinal fasciculus, and corpus callosum. (b) The WM tracts
within the auditory or sensorimotor regions were reconstructed by performing a probabilistic fiber tracking in which the seed mask and
target mask were both the auditory and sensorimotor regions in the AAL template. Note: L, left side of the brain; R, right side of the brain;
A, anterior side of the brain; P, posterior side of the brain [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 5 Structural connectivity comparisons and correlation analysis. (a) Structural connectivity between auditory and sensorimotor
regions was evaluated by the mean FA of the WM tracts between the two regions in which probabilistic tracking was obtained.
Comparisons showed increased mean FA of the WM tracts between sensorimotor and auditory cortices when Tp2 (at the end of training)
was compared with Tp1 (at the beginning of training) (**p< .001) and decreased mean FA when Tp3 (at 12 weeks after training) was
compared with Tp2 (**p< .001) in the training group, whereas there was no significant change in the control group. (b) Correlation analysis
showed that increased mean FA of the WM tracts (Tp2–Tp1) between sensorimotor and auditory cortices was positively correlated with
practice time in the training group (r25:370; p < :001). Note: Tp1, time point 1; Tp2, time point 2; Tp3, time point 3; FA, fractional
anisotropy; WM, white matter
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between the decrease in Tp3 of structural and functional connectivity

changes and the training hours in the training group. The results

showed that the decreased functional connectivity within the sensori-

motor network (Tp2–Tp3) was positively correlated with the practice

time (r25:146; p5:041). However, there were no significant correla-

tions between the practice time and the decreased functional or struc-

tural connectivity of the auditory-motor network (p> .05).

3.5 | Relationship between functional and structural

connectivity

It can be seen from Figures 3c and 5a that both FC and SC of the

auditory-motor network were increased in the training group when

Tp2 was compared with Tp1, showing good correspondence between

FC and SC. For connectivity within the two regions, only increased FC

within the sensorimotor area (between right postcentral and right pre-

central gyri) was found in the training group as shown in Figure 3a but

with no significant changes of SC. In addition, the relationship between

the significant changes of FC and SC of the auditory-motor network

was explored by performing regression analysis in the training group.

No significant correlation between changes of FC and SC of the

auditory-motor network was found in the training group (p5 .933).

4 | DISCUSSION

In this study, we investigated the impact of musical training on the

structural and functional connectivity of the auditory and sensorimotor

regions. Besides, we also analyzed the relationship between SC and FC

of the two regions. Notably, we targeted at the auditory and sensori-

motor regions, the most related regions during the musical perform-

ance, and demonstrated that musical training affects FC within the

sensorimotor regions, whereas no effects were found within the audi-

tory regions. In addition, we also found that musical training was asso-

ciated with increased FC of the auditory-motor network and increased

SC between the two regions. Moreover, the effects on FC within the

sensorimotor regions and SC between the auditory and sensorimotor

regions were stronger in participants with longer training time.

4.1 | Functional connectivity within and between

the auditory and sensorimotor networks

The obtained ICNs in our resting-state fMRI analysis were consistent

with the main networks found in previous studies (Allen et al., 2014). In

this study, the ICNs showed significant training-related changes in the

SMN but not the AN. Previous studies used magnetoencephalographic

(MEG) measurements of the mismatch negativity (MMNm) with brain

sources within the auditory cortex to evaluate the training-induced

cortical response changes not the functional connectivity within the

auditory cortex (Lappe, Herholz, Trainor, & Pantev, 2008; Lappe,

Trainor, Herholz, & Pantev, 2011). They found differential training

effects between mere auditory musical training and sensorimotor-

auditory training. While there was a significant increase in the mis-

match negativity after sensorimotor piano training, there was no

functional increase in the mismatch negativity after mere auditory

training. The SMN, which showed the significant interaction of the

group over time included regions of bilateral postcentral gyrus, left

superior parietal gyrus, right inferior parietal gyrus, right precentral

gyrus, and right superior frontal gyrus. In line with previous studies

(Palomar-García, Zatorre, Ventura-Campos, Bueichek�u, & �Avila, 2017),

we also found enhanced FC within sensorimotor areas. In contrast to

increased activities in motor areas (Herholz, Coffey, Pantev, & Zatorre,

2016), enhanced FC between subareas in sensorimotor cortex (right

precentral and postcentral gyri), that is, FC within the sensorimotor

network, was found in the present study. Previous fMRI studies have

suggested that the activity of the subareas of the primary motor cortex,

which was mentioned above, was related to voluntary finger move-

ments (Indovina & Sanes, 2001). In addition to the motor areas,

increases in the magnitude of the task-evoked BOLD response in the

primary somatosensory cortex have also proven to be associated with

long-term motor skill learning (Floyer-Lea & Matthews, 2005). It has

been suggested that somatosensory feedback is also important in

motor task learning (Asanuma & Pavlides, 1997; Kaelin-Lang et al.,

2002; Pavlides, Miyashita, & Asanuma, 1993), which is a major source

of afferents to the primary motor cortex (Asanuma, Stoney, & Abzug,

1968). Activation of both the somatosensory and motor cortices in

hand movements (Kleinschmidt, Nitschke, & Frahm, 1997) suggests the

importance of afferent feedback in full movement. The results of this

study are compatible with this concept of afferent feedback because

we found higher functional connectivity between primary motor and

somatosensory cortices after musical training. Thus, we can infer that

the information interaction of the local somatosensory and motor areas

can be modulated by long-term musical training in young adults.

In addition to increased FC within the sensorimotor network, our

results also showed increased rs-FC of the auditory-motor network

after long-term musical training. Feedback interactions are particularly

relevant in playing an instrument, where performers must listen to each

note they produce and perform appropriate action adjustments in due

course. It has been proven that musicians can still perform prere-

hearsed pieces when auditory feedback is blocked, but expressive

aspects of performance are affected (Repp, 1999). More importantly,

when auditory feedback is experimentally manipulated by the introduc-

tion of delays or distortions, the motor performance is significantly

altered (Pfordresher & Palmer, 2006). Thus, information integration

between auditory and sensorimotor cortices is of particular importance

in musical performance, which indicates that the FC of the auditory-

motor network increased after long-term musical training.

Perfect musical performance requires the interaction of local infor-

mation within the auditory and sensorimotor cortices and global inte-

gration between the two areas. The results of this study showed

enhanced local interaction within the sensorimotor cortex and global

integration between the auditory and sensorimotor cortices after long-

term musical training. Interestingly, in this study, participants in the

training group with more hours of practice showed a greater increase

in FC within the sensorimotor network. This finding indicates the possi-

bility of brain plasticity in local interaction within the sensorimotor
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cortex. Our findings provide new evidence for revealing the mechanism

of brain functional organization modulated by musical training.

4.2 | Structural connectivity within and between

auditory and sensorimotor networks

In contrast to focusing on white matter architectures, we used proba-

bilistic fiber tracking to construct the structural connectivity within and

between auditory and sensorimotor areas. Consistent with the

increased FA reported in previous studies (Halwani, Loui, Rueber, &

Schlaug, 2011; R€uber, Lindenberg, & Schlaug, 2015; Steele, Bailey,

Zatorre, & Penhune, 2013), we also found increased mean FA of WM

tracts between the sensorimotor and auditory cortices after long-term

musical training and receded when exercise stopped, whereas no sig-

nificant changes in mean FA were found within the auditory or sensori-

motor cortex in this study. Auditory and sensorimotor cortices are

mainly connected by the corticospinal tract (CST), superior longitudinal

fasciculus (SLF), and corpus callosum (CC). Both CST and SLF are part

of the sensorimotor system. The fiber of the CST plays a key role in

the control of voluntary movement which projects from the sensorimo-

tor and premotor cortices to the motor-neurons in the spinal cord. The

SLF links posterior sensory to the frontal regions, which involves the

integration of sensory and motor information for action (Hecht et al.,

2013; Rodriguez-Herreros et al., 2015). The body of CC connects pre-

motor and sensorimotor regions, whereas the splenium connects the

visual, parietal, and auditory regions (Hofer & Frahm, 2006; Knyazeva,

2013). The lateral portions of the CC are crossed by other fiber tracts,

including the SLF and the CST. The FA changes of these pathways

have been shown to be related to musical performance (Giacosa, Kar-

pati, Foster, Penhune, & Hyde, 2016; Steele et al., 2013). Children with

15 months musical training showed larger deformation changes of CC

compared with the controls which supported the findings in this study

(Hyde et al., 2009). Increases in FA are thought to be associated with

changes in axon diameter, the fanning of primary fibers or the density

and coherence of secondary fibers in crossing regions (Douaud et al.,

2009, 2011; Zatorre, Fields, & Johansen-Berg, 2012). Playing the piano

requires the coordinated action of two hands, auditory feedback and

interhemispheric interactions, and may place greater demands on inter-

actions between auditory and sensorimotor regions (Zatorre, Chen, &

Penhune, 2007), thus promoting the enhanced connections that are

indexed by increased FA. In addition, the increased FA of fibers

between auditory and sensorimotor cortices was correlated with the

practice time in the training group. That is, participants who practiced

for longer time showed greater enhanced structural connectivity

between the musical performance related regions. Thus, it can be sug-

gested that musical training could induce modulation of long-range

brain structural connectivity, which mediates submodules of the brain.

4.3 | Relationship between functional and structural

connectivity

In this study, we found increased FC of the auditory-motor network

and increased SC between the two regions in the training group after a

long-term musical training, showing good correspondence between FC

and SC. However, the relationship between change in FC and change

in SC of auditory-motor network was not significant in the training

group, showing different modulation of FC and SC induced by musical

training. Besides increased FC and SC of auditory-motor network,

enhanced FC within the sensorimotor area but no significant changes

in SC within sensorimotor or auditory were found.

The human brain is organized by global integration of local interac-

tion in which global integration via long-range weak connections facili-

tate diverse cognitive function mediated by short-range dense

connectivity (Park & Friston, 2013). The long-range weak connections

are relatively flexible and facilitate diverse integration for various func-

tional demands (Ekman, Derrfuss, Tittgemeyer, & Fiebach, 2012; Her-

mundstad et al., 2013). Furthermore, the coupling between different

local interactions may bemore dynamic and task-related, which is plausi-

bly mediated by long-range structural connections, such as commissural

fibers for bilateral submodules and longitudinal fibers within a hemi-

sphere (Allen et al., 2014; Park et al., 2012), than the strong coupling

within local interactions. Thus, it can be interpreted that both the rela-

tively static SC and the dynamic FC between training related regions

could be induced changes after long-term intensive musical training but

changes in FC and SC are not necessarily strongly correlated.

In this study, the FC within the sensorimotor network and SC

between auditory and sensorimotor cortices changes degraded nearly to

baseline without training over 12 weeks. However, increased FC of the

auditory-motor network lasted for 12 weeks without further training

(even though lower than Tp2). The lasting increased long-range func-

tional connectivity between auditory and sensorimotor cortices may

underlie a brain optimization strategy that may reduce the need for the

equivalent dedicated structural networks and avoid the incremental met-

abolic costs in terms of modifying physical connections (Sami & Miall,

2013). Functional connectivity within sensorimotor network was signifi-

cantly increased after the musical training but decreased to the baseline

when training ended. Interestingly, participants in the training groupwho

practiced for a longer time showed greater increased functional connec-

tivity within the sensorimotor network during the training period and

also greater decrease after the training period. The transient changes of

the functional connectivity within the sensorimotor network could be

explained by the perspective that the local connectivity was more task-

related and may only characterize patterns of activity during training

(Park & Friston, 2013). However, there were no significant correlations

between the practice time and the decrease of the functional and struc-

tural connectivity between sensorimotor and auditory cortices. There-

fore, in future, the longitudinal study in which imaging data are acquired

at multiple time points could help for revealing the different dynamic

properties of training-related plastic changes in structural connectivity

and functional connectivity.

4.4 | Limitations and future directions

This study still has some limitations. First, the relationship between FC

and SC is complex and the alignment of FC and SC seems restricted to

specific regions (Fjell et al., 2017), thus an appropriate approach which
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can qualitatively and quantitatively characterize the SC–FC coupling is

needed to examine the effects of musical training on SC–FC relation-

ships of auditory and sensorimotor cortices. Second, we explored the

relationship between practice time and changes of connectivity. Even

though longer practice time may be linked with an increase in profi-

ciency (Sloboda, Davidson, Howe, & Moore, 1996), in future, the meas-

ures of the piano efficiency deserve to be recorded to investigate the

relationship between training and changes of connectivity. Third, SC

was estimated by tractography and based on diffusion imaging treating

the bilateral auditory or sensorimotor as a whole seed. Musical training

has been associated with increased hemispheric asymmetries (Boemio,

Fromm, Braun, & Poeppel, 2005; Zatorre, Belin, & Penhune, 2002), and

investigating the interhemispheric and intrahemispheric SC between

auditory and sensorimotor areas is of great importance. Fourth, partici-

pants in the training group received instructions in music theory while

the controls did not get any cognitive instructions at all, which may be

confounding in the analysis of training-induced auditory and sensori-

motor changes. Future studies are needed to shed more light on these

issues.
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Morphological brain network plays a key role in investigating abnormalities in neurological

diseases such asmild cognitive impairment (MCI) and Alzheimer’s disease (AD). However,

most of the morphological brain network construction methods only considered a single

morphological feature. Each type of morphological feature has specific neurological and

genetic underpinnings. A combination of morphological features has been proven to

have better diagnostic performance compared with a single feature, which suggests

that an individual morphological brain network based on multiple morphological features

would be beneficial in disease diagnosis. Here, we proposed a novel method to construct

individual morphological brain networks for two datasets by calculating the exponential

function of multivariate Euclidean distance as the evaluation of similarity between two

regions. The first dataset included 24 healthy subjects who were scanned twice within a

3-month period. The topological properties of these brain networks were analyzed and

compared with previous studies that used different methods and modalities. Small world

property was observed in all of the subjects, and the high reproducibility indicated the

robustness of our method. The second dataset included 170 patients with MCI (86 stable

MCI and 84 progressive MCI cases) and 169 normal controls (NC). The edge features

extracted from the individual morphological brain networks were used to distinguish MCI

from NC and separate MCI subgroups (progressive vs. stable) through the support vector

machine in order to validate our method. The results showed that our method achieved

an accuracy of 79.65% (MCI vs. NC) and 70.59% (stable MCI vs. progressive MCI) in

a one-dimension situation. In a multiple-dimension situation, our method improved the

classification performance with an accuracy of 80.53% (MCI vs. NC) and 77.06% (stable

MCI vs. progressive MCI) compared with the method using a single feature. The results

indicated that our method could effectively construct an individual morphological brain

network based on multiple morphological features and could accurately discriminate MCI

from NC and stable MCI from progressive MCI, and may provide a valuable tool for the

investigation of individual morphological brain networks.

Keywords: individual morphological brain network, multivariate Euclidean distance, mild cognitive impairment,

multiple morphological features, classification
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INTRODUCTION

Morphological brain network refers to the intracortical
similarities in gray matter morphology (He et al., 2007)
which plays a key role in investigating brain abnormalities in
neurological diseases. By analyzing morphological brain network
features, the abnormalities in connectivity parameters can be
found in patients (Yao et al., 2010; Tijms et al., 2013). More
importantly, sensitive biomarkers for clinical diagnosis can be
detected in brain networks from cases of Alzheimer’s disease
(He et al., 2008, 2009), schizophrenia (Bassett et al., 2008; Zhang
et al., 2012) and epilepsy (Bernhardt et al., 2008, 2009).

Although previous morphological brain network studies
achieved significant breakthroughs, they largely depended on
group-level anatomical correlations of cortical morphology (He
et al., 2007; Zhang et al., 2012). For example, He et al.
(2007) constructed a network for each group by quantifying
morphological relations characterized by the Pearson correlation
coefficient between averaged regional morphological measures
among participants. However, this method only works with
a relatively large number of participants (Kong et al., 2014).
In addition, it remains unclear if there are changes in brain
networks at the individual level (Saggar et al., 2015). Therefore,
it is necessary to construct morphological brain networks at the
individual level for the direct analysis of individual differences.

Recently, several methods have been proposed to construct
individual morphological brain networks either using a single
feature or multiple morphological features. By using gray
matter volume as the morphological measure, Tijms et al.
(2012) proposed an individual morphological brain network by
computing the correlation between two 27-voxel sets from two
rigid cubes. There were some studies constructing individual
brain networks by averaging the vertex value (e.g., cortical
thickness) within regions of interest (ROI) (Dai et al., 2013;
Wee et al., 2013; Kim et al., 2016) or by estimating interregional
similarity in the distribution of regional morphological measures
(e.g., cortical thickness or volume) (Kong et al., 2014; Zheng
et al., 2015). Wang et al. (2016) employed graph-based analyses
to support individual morphological network analysis as a
meaningful and reliable method when characterizing brain
structural organization. Some recent studies (Li et al., 2017;
Seidlitz et al., 2017) built individual morphological networks
with multiple morphological features extracted from the cortical
surface. Each type of morphological feature has specific
neurological and genetic underpinnings. Volumetric measures
(i.e., cortical thickness, gray matter volume) reflect the size,
density and arrangement of cells (neurons, neuroglia, and nerve
fibers) (Parent and Carpenter, 1996) and surface area is linked
to the number of mini columns in the cortical layer (Rakic,
1988). Geometric measures (i.e., sulcal depth, curvature, and
metric distortion) mainly reflect the cortical folding pattern (Van
Essen, 1997; Cachia et al., 2003; Lohmann et al., 2008). Li et al.
(2014) found that various morphological features had unique
contributions to the classification of the amnestic MCI (aMCI)
and NC. In the two studies (Li et al., 2017; Seidlitz et al., 2017), a
morphological feature vector was used to represent one region
and pairwise inter-regional Pearson correlations were used to

construct brain network, while not considering the distribution
of the intra-regional morphological features.

In this paper, we proposed a novel individual morphological
brain network method by defining multivariate Euclidean
distance to describe the inter-regional similarity based on
multiple morphological features. First, multivariate Euclidean
distance was calculated by using the six morphological features
of all of the vertices within each region. Second, the Min-
Max normalization for Euclidean distance was performed to
minimize possible bias in different ranges of different subjects.
Finally, the normalized Euclidean distance was converted to a
similarity measurement using an exponential function. Then, we
validated the proposed method by computing the topological
properties of individual brain networks, i.e., small-world, hubs
and intraclass correlation coefficient (ICC) in 24 healthy
subjects. In addition, we applied the edges of each individual
morphological network as features to discriminate the MCI and
NC in the AD Neuroimaging Initiative (ADNI) dataset. The
accuracy of classification was used to assess the effectiveness of
our method.

MATERIALS AND METHODS

Participants
The first dataset used in this study consisted of 24 right-handed
healthy subjects (12 men with ages ranging from 25 to 29 years
with mean = 27.17 years, and standard deviation = 1.40; 12
women with ages ranging from 26 to 30 years with mean =

27.83 years, and standard deviation = 1.11). All subjects were
native Chinese speakers who had grown up in China. All subjects
provided written informed consent; in addition, the local ethics
committee approved this study.

The subjects were scanned twice within a 3-month period.
All of the MRI data were obtained using a SIEMENS Trio
Tim 3.0T scanner with a 12-channel phased array head coil
in the Imaging Center for Brain Research, Beijing Normal
University. The brain structural images were acquired using T1-
weighted, sagittal 3Dmagnetization prepared rapid gradient echo
(MPRAGE) sequences. The sequence parameters had a repetition
time (TR) = 2,530ms, echo time (TE) = 3.39ms, inversion time
(TI) = 1,100ms, flip angle = 7◦, FOV = 256 ∗ 256mm, in-
plane resolution= 256 ∗ 256, slice thickness= 1.33mm, and 144
sagittal slices covering the whole brain.

The second dataset used in this study was obtained from the
ADNI database (adni.loni.usc.edu). The ADNI was launched in
2003 as a public-private partnership, led by Principal Investigator
Michael W. Weiner, MD. The primary goal of ADNI has been to
test whether serial MRI, positron emission tomography (PET),
other biological markers, and clinical and neuropsychological
assessment can be combined to measure the progression of MCI
and early Alzheimer’s disease (AD). This study was carried out
in accordance with the recommendations of the ADNI database
with written informed consent from all subjects. The protocol
was approved by the ADNI coordinating committee.

The eligibility criteria for inclusion of subjects are described
at http://adni.loni.usc.edu/wp-content/uploads/2010/09/ADNI_
GeneralProceduresManual.pdf. General criteria for MCI were
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as follows: (1) Mini-Mental-State-Examination (MMSE) scores
between 24 and 30 (inclusive), (2) a memory complaint, objective
memory loss measured by education adjusted scores on the
Wechsler Memory Scale Logical Memory II, (3) a Clinical
Dementia Rating (CDR) ≥ 0.5, and (4) absence of significant
levels of impairment in other cognitive domains, essentially
preserved activities of daily living, and an absence of dementia.

Three hundred and thirty-nine subjects, which included 170
MCI patients and 169 NC subjects were analyzed in this study.
Age, gender and education in the MCI group were matched with
the NC group. All subjects received the baseline clinical/cognitive
examinations including 1.5T structural MRI scan and were
reevaluated at specified intervals (6 or 12 months). The baseline
scans were used in our experiments. The 170 MCI subjects
included two subcategories: 86 stable MCI (sMCI) and 84
progressive MCI (pMCI). Subjects who converted to AD within
24 months were classified as pMCI, and those not converting into
AD within the same period were classified as sMCI. The 169 NC
subjects were not converted to MCI or AD within 24 months.
The demographic information and clinical characteristics of the
participants involved in this study are shown in Table 1.

Image Processing
The same pre-processing pipeline was applied in the two
datasets by using the FreeSurfer image analysis suite v4.3 (http://
surfer.nmr.mgh.harvard.edu/). For the second dataset, the pre-
processed images were downloaded from the public ADNI site.
The pipeline for T1-weighted scans contained (1) registration
to the Talairach space, (2) correction for intensity bias, (3) skull
stripped from the intensity normalized image, (4) segmentation
into white matter, gray matter or cerebrospinal fluid, (5) cutting
planes to sphere the hemispheres and remove the cerebellum
and brain stem, (6) generation of a single connected mass
representing the white matter structure of each hemisphere,
and (7) surface tessellation, refinement, and deformation for
each hemisphere (Dale et al., 1999). A variety of morphological
features such as volumetric (cortical thickness, surface area,
and gray matter volume) and geometric (sulcal depth, metric
distortion, and mean curvature) measures at each vertex on the
pial surface were extracted after the preprocessing. Then, the
surface data were resampled to a common subject (usually an
average subject) and smoothed with a Gaussian filter (FWHM =

5mm).

Construction of Individual Morphological
Brain Network
A brain network is typically defined as G = (V, E), where
V denotes the set of nodes (or vertices) and E denotes the
set of edges (or links). In this paper, we parceled the cortical
cortex into 68 cortical ROIs based on the Desikan-Killiany
Atlas (Desikan et al., 2006). Here, we assumed that nodes
represent cortical regions and edges represent the similarity of
two cortical regions. Each individual network shares the same set
of 68 nodes, which facilitates the comparisons using the edges.
Dissimilarity connectivity is measured by the formula below
(Székely and Rizzo, 2004). Let A and B denote the ROIs of the

TABLE 1 | Subject demographic and clinical characteristics.

MCI sMCI pMCI Control

(n = 170) (n = 86) (n = 84) (n = 169)

Gender (M/F) 104/66 53/33 51/33 88/81

Age 74.8 ± 6.7 74.6 ± 6.4 75.1 ± 7.2 75.7 ± 5.1

Education 15.7 ± 3.0 15.8 ± 3.1 15.7 ± 3.0 16.0 ± 2.7

MMSE 26.9 ± 1.7 27.4 ± 1.8 26.4 ± 1.7 29.1 ± 0.9

CDR 1.6 ± 0.8 1.5 ± 0.7 1.8 ± 1.0 0 ± 0.1

Age, education, MMSE and CDR are expressed as the mean ± SD. There were no

significant differences between the MCI and the control group and between the sMCI

and pMCI group in gender, age and education years. The MCI with control groups, and

sMCI with pMCI group showed significant differences in the MMSE and CDR. MCI, mild

cognitive impairment; sMCI, stable mild cognitive impairment; pMCI, progressive mild

cognitive impairment; M/F, Male/Female; MMSE, Mini-Mental-State-Examination; CDR,

Clinical Dementia Rating.

kth subject, and then the combined Euclidean distance ek(A,B) is
defined as:
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Let A = {a1, ..., an1} and B = {b1, ..., bn2}, where a and b

denote vertices inA and B, respectively. These elements represent
morphological features, which could be either one-dimensional
or multi-dimensional. n1 and n2 are the numbers of vertices in
A and B. Euclidean distance is computed by the 2-norm (‖.‖2).

The first part of the formula 2
n1n2

n1
∑

i= 1

n2
∑

j= 1

∥

∥ai − bj
∥

∥

2
describes

the Euclidean distance for any pair of vertices between A and B.

1
n21

n1
∑

i= 1

n1
∑

j=1

∥

∥ai − aj
∥

∥

2
and 1

n22

n2
∑

i= 1

n2
∑

j=1

∥

∥bi − bj
∥

∥

2
are the Euclidean

distances for any pair of vertices within A and B, respectively.
A smaller intra-regional Euclidean distance indicating

uniform morphological feature distribution within ROI results
in a distance e (A,B) is more dependent on the Euclidean
distance between pairs of vertices in A and B. Moreover, the
distance e (A,B) will be influenced if the morphological feature
distribution within the ROI is unequal. When A and B have
the same morphological feature distribution, the combined
Euclidean distance e (A,B) = 0.

After calculation of the combined Euclidean distance matrix
that reflected the dissimilarity between brain regions, Min-
Max normalization was proposed to minimize possible bias in
different ranges of different subjects. We chose the Min-Max
normalization because of its boundness and direct reflection of
the dissimilarity. The Min-Max normalization between regions
A and B of the kth subject is computed as:

ek_n(A,B) =
ek(A,B)− ek_min

ek_max − ek_min
(2)
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where ek_min and ek_max are the minimum and maximal value in
the dissimilarity connectivity of the kth subject, respectively. The
value of ek_n(A,B) can be converted to a similarity measurement
using the following equation:

ck(A,B) = exp(−ek_n(A,B)) (3)

Based on the above calculation, a 68∗68 diagonal symmetry
correlation matrix of each subject was obtained. The ck(A,B)
ranges from 0 to 1, and 1 represents that the two morphological
feature distributions are identical.

Method Validation
We validated the above method by computing the topological
properties of the individual brain network, i.e., small-world, hubs
and intraclass correlation coefficient (ICC) in the first dataset. In
addition, we applied the edges of each individual morphological
network as features to discriminate theMCI and NC in the ADNI
dataset. The accuracy of classification was used to assess the
effectiveness of our method.

Topological Properties of Networks
We constructed the individual morphological brain network
based on the proposed method in a six-dimension situation
in the first dataset. The small-world configurations, hubs and
reproducibility of individual brain network were calculated and
analyzed. The network properties were computed using the
Graph-theoretical Network Analysis (GRETNA) toolkit (Wang
et al., 2015).

For small-world configurations, the clustering coefficient
(Cp), minimum path length (Lp), γ , λ and σ were calculated.
Small-worldness (Watts and Strogatz, 1998; Humphries et al.,
2006) can be demonstrated mathematically as:

γ =
Cp

Cprandom
> 1, λ =

Lp

Lprandom
≈ 1 and σ =

γ

λ
> 1

where random represents a random network that consists of the
same number of nodes and edges.

The betweenness centrality (BC) is defined as the number
of shortest paths between any two nodes running through the
given node (Freeman, 1977) and measures the nodal ability of
information flow throughout the network. The hubs were defined
as the nodes that achieved a higher BC than the sum of the mean
and standard deviation for the entire network.

The intraclass correlation coefficient (ICC) was used to
estimate the reproducibility of the topological properties of the
network (Shrout and Fleiss, 1979). ICC was defined as the
fraction of the variance of the chosen graphic property between
subjects to the total variance, which is the summation variance of
between and within subjects of that property:

ICC =
σ 2
between

σ 2
between

+ σ 2
within

(4)

If the measurements of repeated scans are consistent for each
subject, the ICC would be close to one. An ICC value above
0.75 is considered excellent, and one ranging from 0.59 to 0.75
is considered good (Cicchetti and Sparrow, 1981).

Classification Between MCI and NC Groups
For the second dataset, we used the support vector machine
(SVM) classifiers with leave-one-out cross validation (LOOCV)
to test the effectiveness of our method. Additionally, feature
selection is employed for each individual morphological
brain network before classification regarding the curse of
dimensionality.

Feature selection
Each network has p = V × (V − 1)/2 = 2278 edges. Due
to the high dimensionality of the network features and a small
number of samples, also namely, the curse of dimensionality, the
classification model often confronts problems such as overfitting
and under generalization. Feature selection is considered to
reduce the irrelevant or redundant features and improve the
performance of classifiers. The least absolute shrinkage and
selection operator (Lasso) (Tibshirani, 1996) was applied for
feature selection.

Specifically, Lasso was put forward by Tibshirani (1996) for
parameter estimation and feature selection in regression analysis.
The Lasso algorithm does not focus on selection of subsets
but rather on defining a continuous shrinking operation that
can produce coefficients of redundant components to zero.
It has been shown in the literature (Yamada et al., 2012;
Kamkar et al., 2015) that the algorithm can effectively select
the relevant features in high dimensional data space. Sparse
linear regression is applied for Lasso features calculation with
L1-norm regularization. In the training set, let matrix X =

[x1, x2, ..., xn]
T ∈ R

n×m represent m features of n subjects, y =

[y1, y2, ...yi, ...yn]
T ∈ R

n×1 be an n dimension corresponding to
sample labels (yi = 1 for MCI and yi = -1 for NC) andm denotes
the number of edges except the duplicated part in the individual
brain network. The linear regression model is defined as follows:

∧
y = Xw (5)

where w = [w1,w2, ...wn]
T ∈ R

n×1 denotes the regression

coefficient vector and
∧
y denotes the predicted label vector. The

objective function is minimized as follows to estimate w:

min
w

1

2

∥

∥Xw− y
∥

∥

2

2
+ λ‖w‖1 (6)

where λ > 0 is a regularization parameter in control of the
sparsity of the model, i.e., many entries of w are zeros. ‖w‖1 is the
L1-norm of w defined as

∑n
i=1 |wi|. The SLEP package (Liu et al.,

2009) was used for solving sparse linear regression. If an edge is
selected as a feature in each iteration of the LOOCV classification,
the edge is considered as discriminative in the brain network.

Classification
According to the selected features described above, a commonly
used classifier SVM was implemented using the LIBSVM library
(Chang and Lin, 2011) in MATLAB, with a radial basis function
(RBF) kernel and an optimal value for the penalized coefficient
C (a constant determining the tradeoff between training error
and model flatness). The RBF kernel was utilized for its good
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performance especially on small sample problems (Hertz et al.,
2006) and defined as follows:

K(x1, x2) = exp(−
‖x1 − x2‖

2

2σ 2
) (7)

where x1 and x2 are two feature vectors and σ is the width of the
Gaussian kernel. To obtain the optimal SVM model, we selected
the optimal hyperparameters (C and σ ) through a grid-search.
Specifically, the classification was performed via a LOOCV in
which one subject was selected as the testing set and the rest
were used as the training set. The parameters were changed after
all samples were classified to estimate the LOOCV accuracy. In
the end, the average accuracy across all subjects was computed
as a performance measurement. The hyperparameter values that
lead to the highest performance are then selected. The pipeline
of our classification framework for MCI and NC is presented
in Figure 1. The pipeline of classification framework for sMCI
and pMCI is same as the classification framework for MCI
and NC.

RESULTS

Small-World Configurations
As shown in Figure 2, γ is larger than one (max = 1.86, min
= 1.25) throughout the whole sparsity range, while λ is close
to one (max = 1.15, min = 1.02) by our method. Hence, the
individual morphological brain networks exhibit a higher Cp
than the random network, while maintaining a similar Lp. As
expected, σ was found to be larger than one (max = 1.62, min =

1.23) throughout the entire sparsity range. The results showed the
existence of small world property in the constructed individual
morphological brain network by using six features. Moreover, as
the sparsity increased, the increase of Cp and decrease of Lp, λ, σ ,
and γ in Figure 2 are in accordance with the variation tendency
of previous reports (Kong et al., 2015; Li et al., 2017).

Furthermore, the sparsity of 23% is highlighted for convenient
comparison with previous studies (Tijms et al., 2012; Kong
et al., 2015). As listed in Table 2, our results are similar to
previous individual-based morphological brain network studies,
whereas the population-basedmorphological brain networks and
functional networks exhibit smaller results than our method in
most small world configurations.

Hubs
Hubs were investigated for all subjects and sparsities. A total of
four hub regions were identified throughout the entire sparsity
range across all subjects, including the left and right frontal pole,
right rostral anterior cingulate and right transverse temporal
cortex.

Reproducibility
The reproducibility of our method was evaluated by measuring
the ICCs of network properties for scans with acquisitions of
two different time points in the same subjects. The ICC was
investigated throughout the entire sparsity range. TheCp, Lp, and
BC were examined in this study.

The results indicated that Cp is highly reproducible
(minimum ICC = 0.72, average ICC = 0.83), as shown in
Figure 3A. Moreover, the reproducibility of Lp (minimum ICC
= 0.62, average ICC = 0.82) and BC (minimum ICC = 0.82,
average ICC = 0.87) are shown in Figures 3B,C. Most results
of ICC were significant, except for Lp at sparsity of 20, 21, and
22% (p = 0.098, 0.13 and 0.10, separately). The reliability of our
method performed well in accordance with previous studies
(Cicchetti and Sparrow, 1981; Li et al., 2017). For example, the
reproducibility of Cp and Lp are similar to Li’s results (minimum
Cp ICC = 0.71, average Cp ICC = 0.83; minimum Lp ICC =

0.63, average Lp ICC = 0.81) and the reproducibility of BC was
better than Li’s result (minimum BC ICC = 0.629, average BC
ICC= 0.78).

Classification Performance
In this subsection, we made a comparison of classification
accuracies between our method and other methods as reported
in previous studies, which included Kong’s method (Kong et al.,
2014), Kim’s method (Kim et al., 2016), Zheng’s method (Zheng
et al., 2015), Dai’s method (Dai et al., 2013), and Wee’s method
(Wee et al., 2013). The details of these methods are described in
Table 3.

Like other papers, we selected cortical thickness as the single
dimension feature to construct individual brain network. All
methods employed an identical feature selectionmethod after the
constructions of each individual brain network and optimization
of the parameters in SVM. The accuracy, sensitivity, specificity
and area under receiver operating characteristic (ROC) curve
(AUC) values of each method were calculated as evaluation
metrics for the performance. The results are summarized in
Tables 4, 5. It can be clearly observed that our method performed
well compared with previous methods in the classification task.
In particular, our method achieved an accuracy of 79.65% in
distinguishingMCI patients fromNCwith a sensitivity of 78.82%
and achieved an accuracy of 70.59% in distinguishing sMCI from
pMCI with a sensitivity of 75.58%.

Although accuracy is commonly used for an evaluation of
classification, it may provide a biased description due to its
dependency on the decision threshold selection in SVM. The
ROC curve is shown to be a simple but completely empirical
description of this decision threshold effect, indicating all
possible combinations of the relative frequencies of the various
kinds of correct and incorrect decisions. In ROC space, the (0,
1) point represents a perfect classifier (all samples are correctly
predicted). Thus, the nearer a point is to the (0, 1) point (closer to
the upper left corner), the better a classifier is (Prati et al., 2011).
Figures 4, 5 show the ROC graphs of classification using different
methods to construct individual brain networks, from which we
can see that the ROC curve of our method is closer to the upper
left corner than some conventional methods. In addition, a single
measure of classification performance can be derived from the
area under the ROC curve (AUC). A larger AUC indicates a better
classifier. In Tables 4,5 the AUC for all methods are listed and it
can be seen that ourmethod achieved AUC scores of 0.84 forMCI
vs. NC, and 0.73 for sMCI vs. pMCI, while most other methods
slightly underperformed.
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FIGURE 1 | The proposed classification framework. (A) The step of pre-processing was accomplished using FreeSurfer. For each vertex in each region, six

morphological features were extracted. After the pre-processing, we constructed an individual brain network based on the multivariate Euclidean distance. (B) In each

LOOCV classification, we first constructed the combination of the training set, and then applied the lasso features calculation for feature selection. (C) We selected the

same location’s features in the testing set. Then the SVM classifier was implemented for classification. MCI, mild cognitive impairment; NC, normal controls; SVM,

support vector machine; LOOCV, leave-one-out cross validation.

Comparison of Our Method Using One
Dimension and Six Dimensions in
Classification
In this experiment, we compared the performance of the
proposed method by using one dimension and six dimensions.
We used cortical thickness as the single dimension and used
cortical thickness, surface areas, graymatter volume, sulcal depth,
metric distortion and mean curvature as the six dimensions.
Tables 4,5 show that our method of applying six dimensions
outperforms the one only using a single cortical thickness
feature, which achieved 80.53% and 77.06% for accuracy in
distinguishing MCI from NC and distinguishing sMCI from
pMCI, respectively. The ROC graphs in Figures 6,7 illustrate
the classification performance based on brain networks that
were constructed using one dimension and six dimensions.
We also list the AUC score in Tables 4,5. It can be noticed
that compared with the univariate situation, individual brain
network construction based on multivariate performs better
in classification with an AUC score of 0.86 and 0.74,
respectively.

Most Discriminative Features of Individual
Brain Networks
The most discriminative features demonstrate the edges

selected in each time of cross-validation for classification
based on multivariate connectivity. Here, we selected the most
discriminative features under the best condition. In Figure 8, the
blocks of the circle represent ROIs. As shown in Figures 8A,B the
most discriminative edges connected most ROIs in the brain.

Based on the selected edges, pairs of regions that contribute
to classification are not only within the same hemisphere and the
same lobe but also across different hemispheres and lobes, which
indicates the abnormalities caused by MCI involve the entire
brain rather than certain areas. The number of discriminative
edges that connect the two hemispheres was 115. Conversely, the
number of discriminative edges that are the connections within
a single hemisphere was relatively low, with quantities of 64 and
43 for the left and right hemisphere, respectively. We correlated
the most discriminative edges with MMSE and CDR scores. In
Figures 8C,D, the selected edges that were significant correlated
(p < 0.05) with MMSE and CDR are shown. As seen, these edges
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FIGURE 2 | Small-world configurations of the individual morphological brain network. (A–D) The average Cp, Lp, γ , λ, and σ of the subjects for each sparsity (from

20 to 40% with a step size of 1%). The error bar indicates the standard deviation caused by different subjects.

TABLE 2 | Comparison of small world configurations between the present study and previous studies.

Method N Cp Lp γ λ σ S (%)

INDIVIDUAL-BASED MORPHOLOGICAL BRAIN NETWORK

Our method 68 0.69 1.92 1.71 1.10 1.54 23

Li’s method (Li et al., 2017) 68 0.62 2.23 1.81 1.22 1.52 23

Kong’s method (Kong et al., 2015) 90 0.66 1.92 1.74 1.15 1.50 23

Tijms’s method (Tijms et al., 2012) 6,982 0.53 1.86 1.35 1.05 1.28 23

POPULATION-BASED MORPHOLOGICAL BRAIN NETWORK

He’s method (He et al., 2007) 54 ≈0.3 ≈1.6 ≈1.35 ≈1 ≈1.35 23

Yao’s method (Yao et al., 2010) 90 ≈0.49 ≈1.89 ≈1.62 ≈1.1 ≈1.47 23

Zhu’s method (Zhu et al., 2012) 90 ≈0.26 NR ≈1.20 ≈1.03 ≈1.17 23

FUNCTIONAL BRAIN NETWORK

Van’s method (Van Essen, 1997) 10,000 ≈0.52 ≈1.75 ≈1.9 ≈1.03 ≈1.85 20

Zhang’s method (Zhang et al., 2011) 90 ≈0.33 ≈1.65 ≈1.3 ≈1 ≈1.4 23

N, Cp, and Lp denote the number of nodes in the networks, the average clustering coefficient and the average shortest path length, respectively. γ represents the ratio of the clustering

coefficient of the network over that of the random network. λ represents the ratio of the average shortest path length of the network over that of the random network. σ indicates the

small-worldness. The small world attributes of previous studies are inferred (with ≈). NR, not reported.

are predominately in the frontal, temporal, parietal, and insula
parts.

DISCUSSION

In the present study, we introduced a new method to construct
individual morphological brain network. The combination of
inter-regional Euclidean distance and intra-regional Euclidean

distance was used to quantify the inter-regional relations.
Through the small-world configurations analysis, our method
confirmed the existence of small world property. In addition,
as listed in Table 2, the population-based morphological brain
networks and functional networks exhibit smaller results than
our results in most small world configurations, which may
suggest that the individual morphological brain networks
demonstrate a stronger integration and segregation because
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FIGURE 3 | Reproducibility of the method. (A–C) Represent the ICC of Cp, Lp, and BC as a function of sparsity, respectively. The hollow dots indicate the significant

results.

TABLE 3 | The methods of constructing individual morphological brain networks in previous studies.

Author Methods Explanation

Kong (Kong et al., 2014) KL(i, j) =
∫

x (i(x) log(
i(x)
j(x)

) + j(x) log( j(x)
i(x)

)), c(i, j) = e−KL(i,j) i(x) and j(x) denote the probability density functions (PDF) of i

and j respectively.

Kim (Kim et al., 2016) Z(i, j) = T (i)−T (j)
σj

, c(i, j) = (Z(i,j) + Z(j,i))
2 T(i) and T(j) denote the mean value of cortical thickness in i

and j respectively, σi and σj denote the standard deviation of

regional cortical thickness of regions i and j. η is an input

parameter.

Wee (Wee et al., 2013) d(i, j) = [T (i)− T (j)]2, σ =
√

σi + σj , c(i, j) = exp(− d(i,j)
2σ2 )

Dai (Dai et al., 2013) d(i, j) = [T (i)− T (j)]2, c(i, j) = exp(− d(i,j)
η )

Zheng (Zheng et al.,

2015)

cprecision(i, j) =
1
m

m
∑

p= 1

∣

∣

∣
t
p
i
− T (i)

∣

∣

∣

1
n

n
∑

q=1

∣

∣

∣
t
q
j
− T (j)

∣

∣

∣
, crough (i, j) =

∣

∣T (i)− T (j)
∣

∣

2
t denotes the vertex’s cortical thickness, m and n are the

number of points in i and j, respectively.

In these formulas, i and j denote two brain regions; c(i,j) denotes the correlation between i and j.

the inter-individual variability is highly reserved (Kanai and
Rees, 2011). Hubs such as left and right frontal pole and right
rostral anterior cingulate have been reported in previous studies
(Hagmann et al., 2008; Van den Heuvel and Sporns, 2013). The
ICC was used to estimate the reproducibility of graph theoretical
measures. The results indicated that the reliability of our method
performed well in accordance with previous studies. In addition,
compared with other conventional methods, which average the
vertices within ROIs, our method improves the classification
performance in univariate situation. Here, we explained the
rationality of our method from two aspects. (1) In previous

studies, the individual morphological brain networks were
mostly constructed based on the average value of morphological
features within the ROI. However, the abnormal region for
pathology might be only a fraction of the defined ROI and the
abnormal change of brain region may be ignored by taking
the average, which potentially reduces the discriminative power.
In our proposed method, we directly used the morphological
features of vertices to retain more detailed information. The
results of Kong’s method (Kong et al., 2014) and Zheng’s
method (Zheng et al., 2015) in Table 4 also demonstrated the
importance of detailed information. (2) In previous studies, the
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TABLE 4 | Classification performance of different methods to distinguish MCI

and NC.

Method Accuracy (%) Sensitivity (%) Specificity (%) AUC

Our method using

six dimensions

80.53 79.41 81.66 0.86

Our method using

one dimension

79.65 78.82 80.47 0.84

Kong’s Method 77.88 74.12 81.66 0.84

Kim’s Method 75.81 71.18 80.47 0.79

Dai’s Method 76.70 73.53 79.88 0.82

Zheng’s Method 79.94 76.47 83.43 0.84

Wee’s Method 77.29 73.53 81.07 0.83

One dimension denotes cortical thickness; six dimensions include cortical thickness,

surface areas, gray matter volume, sulcal depth, metric distortion, and mean curvature.

The lower bold values mean the best performance (accuracy, sensitivity, specificity and

AUC) among different methods in one dimension situation. The upper bold values mean

the best performance of our method in one and six dimension. AUC, area under the curve.

TABLE 5 | Classification performance of different methods to distinguish sMCI

and pMCI.

Method Accuracy (%) Sensitivity (%) Specificity (%) AUC

Our method using

six dimensions

77.06 77.91 76.19 0.74

Our method using

one dimension

70.59 75.58 65.48 0.73

Kong’s Method 65.89 67.44 64.29 0.67

Kim’s Method 67.06 63.95 70.24 0.65

Dai’s Method 63.53 70.93 55.95 0.64

Zheng’s Method 67.65 63.95 71.43 0.68

Wee’s Method 65.89 67.44 64.29 0.69

One dimension denotes cortical thickness; six dimensions include cortical thickness,

surface areas, gray matter volume, sulcal depth, metric distortion, and mean curvature.

The lower bold values mean the best performance (accuracy, sensitivity, specificity and

AUC) among different methods in one dimension situation. The upper bold values mean

the best performance of our method in one and six dimension. AUC, area under curve.

morphological distribution within an ROI was not considered,
which may influence the strength of edges between ROIs. In our
method, the dissimilarity connectivity was the combination of
inter-regional Euclidean distance and intra-regional Euclidean
distance, while previous methods only considered the relation
between two ROIs.

An inherent advantage of our method is that it can be applied
to multi-dimensional situations. In previous studies, researchers
have found the small-world properties were disrupted for brain
networks that were constructed based on cortical thickness in
MCI patients (Zhou and Lui, 2013), and the brain network
based on the surface area can reveal topological properties of
the networks resulting from the concurrent changes between
different anatomical regions (Sanabriadiaz et al., 2010). The sulcal
depth, curvature, and metric distortion related to cortical folding
vary and could be more suitable descriptors for finding the
anatomical-axonal and morphological connectivity correlation

(Van Essen, 1997). Previous studies have reported that brain
networks based on both the volumetric measures and geometric
measures showed significant differences in graphical properties
between aMCI and NC (Li et al., 2016). These results may
suggest that brain network construction based on multiple
features is beneficial to the diagnosis and analysis of neurological
diseases. However, most previous approaches (Dai et al., 2013;
Wee et al., 2013; Kong et al., 2014; Zheng et al., 2015; Kim
et al., 2016) that constructed individual brain networks only
considered one morphological feature (e.g., cortical thickness
or gray matter volume) between two brain regions. The first
paper involved in building morphological brain networks based
on multiple morphological features demonstrated that multiple
morphometric features can be applied to form a rational
reproducible individual-based morphological brain network
(Li et al., 2017), but it averaged the morphological features
within each ROI, such as the mean cortical thickness, which
may neglect some detailed information. In our method, every
vertex’s different kinds of cortical features within each ROI
were considered and the relations between brain regions were
determined based on these features. In this paper, the multiple
morphological features including cortical thickness, surface
areas, gray matter volume, sulcal depth, metric distortion and
mean curvature as well as the cortical thickness as a single
feature were used for individual brain network construction.
The results show (Tables 4,5) that the brain network constructed
from the combination of morphological features outperforms
the one only considering cortical thickness. The resulting
high AUC value proves the excellent classification power
and generalizability of our proposed method on an unseen
data set, as well as the ability to construct an accurate and
credible individual morphological brain network. Moreover,
the classification performance of our method in a multivariate
situation revealed the existence of useful information within
these morphological features. The abnormal connectivity across
various regions can be located within different morphological
features, which greatly benefits the detection of neurological
diseases.

An interesting finding shown in Figures 8A,B is that the
majority of the selected correlative features in the MCI and
NC classification task are the edges connecting the left and
right hemisphere. This might suggest that the most significant
differences betweenMCI subjects and health subjects are changes
in the connections between the left and the right hemisphere.
The connection alterations caused by MCI pathological attacks
are not restricted to certain brain areas but are widely spread
over the whole brain. What’s more, the most discriminative
edges connecting the regions in our study are consistent with
previous publications, such as the lingual gyrus, postcentral
gyrus, middle temporal gyrus, pars opercularis, and superior
frontal sulcus (Li et al., 2014; Wei et al., 2016). Previous
studies have found that subjects with MCI have abnormal
network patterns in the lingual gyrus and middle temporal
gyrus (Yao et al., 2010). He et al. (2008) demonstrated an
abnormal correlation between the bilateral postcentral gyrus
in AD. From Figures 8C,D we can see the selected edges are
predominately connected to the regions of the frontal, temporal,
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FIGURE 4 | ROC curves of different methods using one dimension to

distinguish MCI and NC. The different line colors represent different methods

to construct individual morphological brain networks based on cortical

thickness. ROC, receiver operating characteristic.

FIGURE 5 | ROC curves of different methods using one dimension to

distinguish sMCI and pMCI. The different line colors represent different

methods to construct individual morphological brain networks based on

cortical thickness. ROC, receiver operating characteristic.

parietal, and insula parts. These regions have been reported that
retain more hubs which are considered to be the substrates
of human cognition and consciousness (Yao et al., 2010). In

FIGURE 6 | ROC curves of our method using different dimensions of original

features to distinguish MCI and NC. The different line colors represent ROC

curves of our methods of constructing individual morphological brain networks

based on different dimensional features. ROC, receiver operating

characteristic.

FIGURE 7 | ROC curves of our method using different dimensions of original

features to distinguish sMCI and pMCI. The different line colors represent ROC

curves of our method of constructing individual morphological brain networks

based on different dimensional features. ROC, receiver operating

characteristic.

addition, some regions are associated with changes in different
morphological features in MCI subjects, such as the middle
frontal gyrus with cortical thickness, the postcentral gyrus with

Frontiers in Human Neuroscience | www.frontiersin.org 10 May 2018 | Volume 12 | Article 204

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Yu et al. Individual Morphological Brain Network Construction

FIGURE 8 | The most discriminative edges of individual morphological brain networks in classification (A,B) and the significant correlation of the most discriminative

edges with MMSE (C) and CDR (D) scores. L, left hemisphere; R, right hemisphere; the different colors of the blocks represent ROIs in different areas of the cortical

surface. The blue lines represent the discriminative edges in the left hemisphere; the red lines represent the discriminative edges in the right hemisphere. The gray lines

represent the discriminative edges between the left and right hemisphere.
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metric distortion, the pars opercularis with mean curvature, the
lingual gyrus with surface area, and the superior frontal sulcus
with sulcal depth (Li et al., 2014). In conclusion, our results
suggest that changes in the cortical regions may be associated
with mechanisms underlying the conversion of MCI to AD, and
the changes were displayed in multiple morphological features.
These findings illustrate the potential application of our proposed
method.

There are still some limitations in this study. First, the
selection of the brain atlas could affect the organization of
the individual brain network (Wang et al., 2016). In the
future, it is important to validate our proposed method in
different atlases. Second, in the current study, we combined
multiple morphological features to construct the individual
network, and we validated the effectiveness of our method.
However, it is noticeable that the physiological explanation
of this network is difficult. Third, a recent study (Seidlitz
et al., 2017) proposed an individual brain network method
by estimating the inter-regional correlation based on multiple
macro- and micro-structural multimodal MR variables. And
this network could capture cellular, molecular and functional
features of the brain and even predict inter-individual differences
in cognition. In future, it would be interesting to employ
multiple morphometric parameters measured using multimodal
MRI. Last, each feature type had its distinct contribution when
discriminating between two groups. In the future, we may
first select the most discriminant features and then construct
the individual network, which could improve its classification
performance.
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Previous studies have demonstrated that amnestic mild cognitive impairment (aMCI) has disrupted properties of large-scale
cortical networks based on cortical thickness and gray matter volume. However, it is largely unknown whether the topological
properties of cortical networks based on geometric measures (i.e., sulcal depth, curvature, and metric distortion) change in
aMCI patients compared with normal controls because these geometric features of cerebral cortex may be related to its intrinsic
connectivity. Here, we compare properties in cortical networks constructed by six different morphological features in 36 aMCI
participants and 36 normal controls. Six cortical features (3 volumetric and 3 geometric features) were extracted for each participant,
and brain abnormities in aMCIwere identified by cortical network based on graph theorymethod. All the cortical networks showed
small-world properties. Regions showing significant differences mainly located in the medial temporal lobe and supramarginal and
right inferior parietal lobe. In addition, we also found that the cortical networks constructed by cortical thickness and sulcal depth
showed significant differences between the two groups. Our results indicated that geometric measure (i.e., sulcal depth) can be used
to construct network to discriminate individuals with aMCI from controls besides volumetric measures.

1. Introduction

Mild cognitive impairment (MCI) is considered to be a tran-
sitional period between normal aging and Alzheimer’s dis-
ease (AD), which is a progressive, neurodegenerative disease
characterized by cognitive decline greater than expected for
one’s age and educational level yet not fulfilling the criteria of
AD [1]. AmnesticMCI (aMCI), as themost common subtype
of MCI, is characterized by primary memory impairments
with single ormultiple cognitive domains impaired and likely
progresses to AD [2–4]. Current studies of aMCI have shown
disrupted functional integration [5] and abnormal structural

connections between regions [6]. Morphological features
have been widely used to characterize brain structures [7,
8] and also served as structural measures to investigate
topological properties in large-scale cortical networks [9–
11]. Previous studies on large-scale cortical network in MCI
mostly used cortical thickness and gray matter volume as
descriptors to construct structural network of the human
cortex [12, 13].

However, different morphological features reveal dif-
ferent intrinsic properties of cerebral cortex. For example,
volumetric measures (i.e., cortical thickness, gray matter
volume) reflect the size, density, and arrangement of cells
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(neurons, neuroglia, and nerve fibers) [14, 15], and surface
area is linked to the number of mini columns in the cortical
layer [16]. Using large-scale cortical network analysis based
on cortical thickness, several studies have found disrupted
small-world properties (i.e., lower clustering coefficient and
shorter path length) in MCI patients compared to normal
controls [13, 17, 18]. A cortical network study using sur-
face area can reveal topological properties of the networks
resulting from the concurrent changes between different
anatomical regions [10]. In addition, geometricmeasures (i.e.,
sulcal depth, curvature, and metric distortion) mainly reflect
cortical folding pattern [19–21]. For instance, sulcal depth and
curvature measure specific aspects of the cortical geometry,
andmetric distortion is a wider measure of the overall degree
of cortical folding [22]. These geometric measures related
to cortical folding may vary with the changes of intrinsic
as well as extrinsic connectivity according to the tension
theory of the cerebral cortexmorphogenesis [19] and could be
more suitable descriptors for finding the anatomical-axonal
and morphological connectivity correlation [10]. Thus, we
assume that geometric measures can be used to construct
cortical network that may detect the alterations from struc-
tural disconnection in aMCI and show different topological
properties compared with volumetric measures (i.e., cortical
thickness, gray matter volume, and surface area).

Here, we investigated topological properties of large-
scale human cortical network based on graph theory analysis
method by employing multiple morphological features in
aMCI patients.Then we compared the topological properties
of different cortical networks constructed by different mor-
phological features. We expected that topological properties
of cortical networks based on geometric measures in aMCI
patients may be different from normal controls and can be
used to discriminate individuals with aMCI from controls.

2. Materials and Methods

2.1. Participants. Seventy-two right-handed participants,
including thirty-six aMCI and demography matched healthy
normal controls, participated in this study. The aMCI par-
ticipants were recruited from a clinical research program
at Xuanwu Hospital, Beijing, China. The healthy normal
controls were recruited from the local community through
advertisements. This study was approved by the Research
Ethics Review Board of Xuanwu Hospital, and written
informed consent was obtained from each participant.

All the aMCI participants were identified according to the
criteria for amnestic MCI [23–26], which included (a) mem-
ory complaint, preferably confirmed by an informant; (b)
objective memory impairment, adjusted for age and educa-
tion; (c) normal or near-normal performance on general cog-
nitive functioning and no or minimum impairment of daily
life activities; (d) the Clinical Dementia Rating (CDR) score
of 0.5; and (e) notmeeting the criteria for dementia according
to the DSM-IV (Diagnostic and Statistical Manual of Mental
Disorders, 4th Edition, revised). Participants with aMCIwere
diagnosed by experienced neurologists. Participants were
excluded if they met the following clinical characteristics:
(a) a clear history of stroke; (b) severe depression that led

Table 1: Subject demographics.

aMCI (𝑛 = 36) Control (𝑛 = 36) 𝑝 value
Gender (M/F) 14/22 15/21 0.813
Age 66.0 ± 8.7 (50–83) 63.9 ± 6.1 (56–79) 0.258
Education 10.2 ± 4.4 (2–21) 10.7 ± 3.2 (5–17) 0.651
MMSE 24.4 ± 3.2 (17–30) 28.1 ± 1.7 (20–30) <0.001
MoCA 20.6 ± 3.7 (15–27) 26.4 ± 2.4 (18–30) <0.001
Age, education,MMSE, andMoCAdata are expressed asmean± SD (range).
No significant differences were between two groups in gender, age, and
education years. Groups for aMCI and NC showed significant differences in
MMSE and MoCA scores (𝑝 < 0.01). Statistical p value was analyzed using
two-sample 𝑡-test, in which gender was converted into a virtual variable.

to mild cognitive impairment (Hamilton Depression Rating
Scale score >24 points); (c) other nervous system diseases,
which can cause cognitive impairment (such as brain tumors,
Parkinson’s disease, encephalitis, and epilepsy); (d) cognitive
impairment caused by traumatic brain injury; (e) other
systemic diseases, which can cause cognitive impairment,
such as thyroid dysfunction, severe anemia, syphilis, and
HIV; and (f) a history of psychosis or congenital mental
growth retardation. Clinical and demographic data for the
participants are shown in Table 1.

2.2. MRI Data Acquisition. MRI data acquisition was per-
formed on a 3.0 T Siemens scanner by employing a sagittal
magnetization-prepared rapid gradient echo (MP-RAGE)
sequence with the following imaging parameters: repetition
time (𝑇R) = 1900ms; echo time (𝑇E) = 2.2ms; inversion
time = 900ms; flip angle = 90∘; field of view (FOV) =
250mm× 250mm;matrix = 256×256; 176 slices, thickness =
1.0mm. Brain MR images were inspected by an experienced
neuroradiologist, and no gross abnormalities were observed
for any subject.

2.3. Cortical Reconstruction and Morphological Features
Extraction. Both the cortical reconstruction andmorpholog-
ical features extraction were obtained by using the FreeSurfer
software (http://surfer.nmr.mgh.harvard.edu/) with a stan-
dard cortical automatic handling protocol. First, the data
were normalized to a standard anatomical template [27]
and corrected for bias-field inhomogeneity. Then the images
were skull-stripped using a watershed algorithm [28] and
subsequently segmented into subcortical white matter and
deep gray matter volumetric structures [29, 30]. The initial
tessellation was formed by reconstructing the gray mat-
ter/white matter boundary (white surface) and the outer
cortical surface (pial surface) [31, 32]. Subsequently, a series
of deformable procedures were performed, including surface
inflation [31], registration to a spherical atlas [33], and
parcellation of the cerebral cortex into units based on gyral
and sulcal structures [30]. All reconstructed surfaces were
visually inspected for gross-anatomical topological defects.
Finally, a variety of morphological features at each vertex
on the pial surface were computed, including volumetric
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(cortical thickness, surface area, and GM volume) and geo-
metric (sulcal depth, metric distortion, and mean curvature)
measures, more details seen in this paper [34]. The thickness
maps of both NC and aMCI groups are shown in Figure 1(a).

2.4. Cortical Network Construction. We employed a cortical
scheme comprised of 148 regions from Destrieux Atlas. Cor-
tical networks were built from partial correlation of interre-
gional cortical morphological features. Prior to the corre-
lation analysis, a linear regression was performed at every
region to remove the effects of age, gender, and the total mor-
phological feature value for each measure. And the resulting
residuals were used to substitute for the raw morphological
feature values. In this experimental design, the number of
observations (participants, 𝑁 = 36) is smaller than the
number of dependent variables (regions, 𝑃 = 148). “Small
𝑁, large 𝑃” lead to inaccurate estimations of the covariance
matrix [35]. A method based on the Ledoit-Wolf lemma
was used to shrink the covariance estimates [36]. Finally,
the partial correlation coefficients were computed with R
software (http://www.r-project.org/). The partial correlation
matrixes (adjacent matrix) of cortical networks constructed
by thickness are shown in Figure 1(b).

The adjacent matrix was then binarized to an undirected
and unweighted graph as shown in Figure 1(c) (at the sparsity
of 5%) using a wide range of sparsity values (from 5% to 35%,
step = 0.01). Sparsity of 5% meant that only the strongest
5% of the connections remained and 95% of the connectivity
matrices were removed. If the sparsity was less than 5%, the
small-world properties were not estimable. And if the sparsity
was greater than 35%, more noise would be included in the
graph and it would be more like random network [37, 38].
The same sparsity range was applied for all network analyses.

2.5. Graph Theoretical Characterization. Graph theory is
usually considered an attractive model for the mathematical
treatment of cortical network connectivity [39]. In general,
a complex network can be represented as a graph 𝐺, which
consists of a set of nodes and a set of edges. Several important
parameters of the graph 𝐺 for the connectivity matrices were
estimated in this study.

Degree is the number of links connected to the node.
Degree of a node “𝑖” is defined as

𝑘
𝑖
= ∑

𝑗∈𝑁

𝑎
𝑖𝑗
, (1)

where 𝑁 is the set of all nodes in the network; 𝑎
𝑖𝑗
is the

connection status between nodes “𝑖” and “𝑗” and 𝑎
𝑖𝑗
= 1when

link exists; otherwise 𝑎
𝑖𝑗
= 0.

The clustering coefficient𝐶
𝑖
of a node “𝑖” with degree 𝑘

𝑖
is

defined as the ratio of the existing connections (𝑒
𝑖
) between

the node’s neighbors and the maximum possible connections
between neighbors of the node. The clustering coefficient of
node “𝑖” is given as

𝐶
𝑖
=

2𝑒
𝑖

𝑘
𝑖
(𝑘
𝑖
− 1)

. (2)

The clustering coefficient is an index of local structure, while
the clustering coefficient of the whole network is the average
𝐶
𝑖
over all nodes

𝐶 =

1

𝑁

𝑁

∑

𝑖=1

𝐶
𝑖
. (3)

The shortest path length 𝐿
𝑖,𝑗
between two nodes “𝑖” and

“𝑗” of the graph 𝐺 is the smallest number of edges that is
required to connect “𝑖” and “𝑗.” The shortest path length of
a node “𝑖” can be calculated as the distance between a node
“𝑖” and all other nodes [37]:

𝐿
𝑖
=

1

𝑁

𝑁

∑

𝑗=1, 𝑗 ̸=𝑖

𝐿
𝑖,𝑗
. (4)

The characteristic path length is defined as the mean of path
length 𝐿

𝑖,𝑗
over all pairs of nodes:

𝐿 =

1

𝑁

𝑁

∑

𝑖=1

𝐿
𝑖
. (5)

The small-worldness network parameter 𝜎 is defined as
those with small path length, like random network, and high
clustering coefficient networks, much higher than random
network. Small-world properties of a given network may be
influenced by its intrinsic features, such as the number of
nodes, edges, and the degree distribution.Thus, 1000 random
networks were generated by using a random rewiring process
[40], which preserves the number of nodes, mean degree, and
degree distribution. This results in a normalized clustering
coefficient 𝛾 = 𝐶

𝑝
/𝐶rand ≫ 1 and a normalized path length

𝜆 = 𝐿
𝑝
/𝐿 rand ≈ 1. Then a simple quantitative measurement

of small-worldness 𝜎 is acquired [41]:

𝜎 =

𝛾

𝜆

. (6)

The real cortical network 𝐺 is considered to be a small-world
network if it meets the following criteria [37]:

𝜎 =

𝛾

𝜆

> 1. (7)

Betweenness centrality is a measure of network hubs that
are crucial to efficient communication. BC is defined as the
ratio of the number of shortest path passing through node “𝑖”
to the total number of shortest paths between pairs of nodes
“𝑗” and “𝑘”:

BC
𝑖
= ∑

𝑗, 𝑘∈𝑁

𝑗 ̸=𝑘

𝜌
𝑗,𝑘(𝑖)

𝜌
𝑗,𝑘

,

(8)

where 𝜌
𝑗,𝑘

is the number of shortest paths between “𝑗” and
“𝑘” and 𝜌

𝑗,𝑘(𝑖)
is the number of shortest path between “𝑗”

and “𝑘” that passes through “𝑖.” For further comparison, the
betweenness BC

𝑖
would be normalized as bc

𝑖
= BC

𝑖
/BC,

where BC is the average betweenness of the network. Cortex
regions were defined as hubs, whose betweenness values were
more than twice the average betweenness of the network
(bc
𝑖
> 2).
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Figure 1: Flowchart for the construction of structural cortical networks. (a) Two representative cortical thickness maps (left for a control
subject and right for an aMCI subject) were obtained from anatomical MRI. The color bar indicating the range of thickness is shown on the
right. (b)The cortical thickness was mapped into 148 regions and the partial correlation matrices were obtained between regional thicknesses
across subjects within each group (left for NC and right for aMCI).The color bar indicating the partial correlation coefficient between regions
is shown on the right. (c) The correlation matrices of (c) were thresholded into the binarized matrices (left for NC and right for aMCI) by
sparsity of 5%. NC, normal controls.
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2.6. Statistical Analysis. Two-sample 𝑡-test was used to test
the demographics, in which gender was converted into a
virtual variable. To test the statistical significance of the
between-group differences in the parameters of the cortical
networks, a nonparametric permutation test was employed
[42]. In this permutation test, we calculated possible values
of the test statistic on a reference distribution after repeatedly
rearranging the observed data from NC and aMCI groups.
First, characteristics of the cortical network, such as 𝐶

𝑝
,

𝐿
𝑝
, and bc

𝑖
, were calculated for NC and aMCI groups,

respectively. Then NC and aMCI data were mixed. From
the mixed data, the same number of subjects as aMCI
patients was randomly chosen to be considered as aMCIs
and the rest to be NCs. Next, partial correlation matrix for
each randomized group was recalculated and corresponding
binarized matrix was obtained using the same sparsity as in
the real cortical networks.Third, network parameters for each
randomized groupwere computed.This process was repeated
1000 times and the 95 percentile points of each distribution
used as the critical values for a one-tailed procedure were
repeated at every sparsity value of the cortical networks.

3. Results

3.1. Demographics. Two-sample 𝑡-test was used to test the
demographics, in which gender was converted into a virtual
variable, and results are shown in Table 1. There were no
significant differences in gender, age, or years of education
between aMCI and NC. Groups for aMCI and NC showed
significant differences in MMSE and MoCA scores (𝑝 <
0.01).

3.2. Small-World Properties of Cortical Networks. Compared
with random networks, small-world networks had higher
clustering coefficients and similar characteristic path length.
Over a range of sparsity values (5% ≤ sparsity ≤ 35%),
clustering coefficient and characteristic path length were
calculated for both the NC and aMCI networks based on
different morphological features. The small-world attributes
of the networks are shown in Figure 2. Compared with
matched random networks which had the same number of
nodes and degree distribution, all morphological networks
had similarly characteristic path length (𝜆 ≈ 1) and larger
clustering coefficients (𝛾 ≫ 1) in both NC and aMCI
networks. Compared with NC, aMCI showed slightly larger
small-world characteristics (larger 𝜎) in the cortical networks
obtained for volumetric measures (cortical thickness and
GM volume) and there were no great differences between
NC and aMCI cortical networks based on surface area and
geometric measures (mean curvature, metric distortion, and
sulcal depth).

3.3. Abnormal Changes in Nodal Betweenness Centrality. As
crucial components required for efficient communication in
a network, hubs regulated information flow and played a
key role in network resilience against attacks. To study the
nodal characteristics, the cortical networks were constructed
at certain sparsity of 11%.This sparsity ensured that all regions

were included in the cortical networks while minimizing the
number of false-positive paths. Based on the results, some
regions were identified as hubs in the cortical network of both
the NC and aMCI groups. Details of the hub regions in the
cortical networks are shown in Table 2.

In this study, the identified hub in networks based on
volumetric measures, as shown in Figures 3(a) and 3(b),
was involved in the frontal, temporal, parietal, and insula
association cortex in the NC and temporal lobe, superior
parietal lobule, cingulate cortex, precentral sulcus, callosum,
and insula in the aMCI. High betweenness in network based
on geometric measures was similar to volumetric measures.
It was worth noting that hubs in networks using sulcal
depth as descriptor included frontal polar, lingual sulcus,
medial occipitotemporal sulcus, precentral sulcus, temporal
gyrus (Heschl), and corpus callosum in NC group. And
in aMCI group, regions included collateral sulcus, precen-
tral sulcus, postcentral sulcus, temporal-occipital incisures,
frontal gyrus, and corpus callosum (Figure 3(c)).

Permutation test was used to detect the significant dif-
ferences in betweenness between NC and aMCI. Regions
showing significant increase (𝑝 < 0.05) in the betweenness
of cortical networks using volumetric measures in aMCI
patients included collateral sulcus, occipital gyrus, temporal
gyrus, temporal pole, parietooccipital sulcus, postcentral
gyrus, and subcallosal gyrus. And decreased betweenness
(𝑝 < 0.05) regions were located in subparietal sulcus, middle
occipital gyrus, precuneus, and superior temporal sulcus as
shown in Figures 4(a) and 4(b). Betweenness in inferior tem-
poral gyrus, superior temporal gyrus, inferior frontal gyrus,
and pericallosal sulcus showed significant increase (𝑝 < 0.05)
in network constructed by sulcal depth in aMCI patients.
And betweenness in lateral sulcus, medial occipitotemporal
sulcus, lateral occipitotemporal sulcus, cingulate sulcus, and
short insular gyri significantly decreased (𝑝 < 0.05).

3.4. Comparing Networks from Different Morphological
Features between Groups

3.4.1. Volumetric Measures. As shown in Figures 5(a) and
5(b), clustering coefficient and characteristic path length
were higher in the structural cortical networks obtained
from volumetric measures (both cortical thickness and GM
volume) of aMCI. A permutation test was used to detect
the between-group differences. The arrows indicated the
significant differences between NC and aMCI in the clus-
tering coefficient (𝑝 < 0.05) of networks constructed by
cortical thickness at the sparsity of 12% and 14% as shown
in Figure 5(a). Significant differences in characteristic path
length (𝑝 < 0.05) of networks constructed by cortical
thickness had been detected between NC and aMCI at the
sparsity of 11%, 12%, and 14%. In the cortical networks
obtained from GM volume, as shown in Figure 5(b), no
significant differences were found in clustering coefficient
between NC and aMCI (𝑝 > 0.05). Only at the sparsity of
35% was a significant difference found in characteristic path
length (𝑝 < 0.05). Our findings provided further evidence
for which networks constructed by cortical thickness had a
small-world characteristic loss in aMCI.
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Figure 2: Small-world properties of volumetric measures networks and geometric measures networks. The graph shows the normalized
characteristic path length (lambda, 𝜆 = 𝐿

𝑝
/𝐿 rand) and clustering coefficients (gamma, 𝛾 = 𝐶

𝑝
/𝐶rand ≫ 1) over a range of sparsity values

(5% ≤ sparsity ≤ 35%). All the networks have 𝛾 ≫ 1 (green lines) and 𝜆 ≈ 1 (red lines), which imply small-world properties. (a) The values
of gamma and lambda in NC and aMCI of cortical thickness networks. (b)The values of gamma and lambda in NC and aMCI of GM volume
networks. (c) The values of gamma and lambda in NC and aMCI of surface area networks. (d) The values of gamma and lambda in NC and
aMCI of mean curvature networks. (e) The values of gamma and lambda in NC and aMCI of metric distortion (Jacobian) networks. (f) The
values of gamma and lambda in NC and aMCI of sulcal depth networks. Thickness, cortical thickness. Volume, gray matter volume. Area,
surface area. Curv, mean curvature. Sulc, sulcal depth. NC, normal controls.

In Figure 5(c), the clustering coefficient and characteristic
path length were much larger for aMCI in cortical network
using surface area as descriptor. However, no significant
differences (𝑝 > 0.05) were found in all permutation tests for
small-world properties of cortical network based on surface
area.

3.4.2. GeometricMeasures. Small-world properties of cortical
network using sulcal depth were very similar to properties in
network using thickness for both NC and aMCI. As shown in
Figure 5(f), the clustering coefficient was higher for aMCI,
and the characteristic path length had no much difference
between aMCI and NC. Statistical analysis further revealed
significant differences in the clustering coefficient (𝑝 < 0.05)
at 9% ≤ sparsity ≤ 11%, sparsity = 13%, 16%, and 18%, and

sparsity = 24% and 25%. Significant differences were found
in the characteristic path length betweenNC and aMCI at the
range of sparsity values (sparsity = 25%and 30% ≤ sparsity ≤
33%).

In Figure 5(e), small-world properties analysis using
metric distortion as a descriptor showed similar results to
properties in network based on cortical thickness. As shown
in Figure 5(e), the clustering coefficient was larger for the
aMCI compared with NC subjects. What is more, the charac-
teristic path length had no much difference between NC and
aMCI. However, statistical analysis revealed no significant
differences (𝑝 > 0.05) in all the topological parameters
over the whole range of sparsity values. Similar to metric
distortion, no significant differences were found when using
mean curvature as descriptor in cortical network (𝑝 > 0.05).
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Table 2: The abbreviations of Destrieux Atlas.

Index Long name Abbreviations
1 Frontomarginal gyrus (of Wernicke) and sulcus GSF
2 Inferior occipital gyrus (O3) and sulcus GSOI
3 Paracentral lobule and sulcus GSP
4 Subcentral gyrus (central operculum) and sulci GSS
5 Transverse frontopolar gyri and sulci GSTF
6 Anterior part of the cingulate gyrus and sulcus (ACC) GSCA
7 Middle-anterior part of the cingulate gyrus and sulcus (aMCC) GSCMA
8 Middle-posterior part of the cingulate gyrus and sulcus (pMCC) GSCMP
9 Posterior-dorsal part of the cingulate gyrus (dPCC) GCPD
10 Posterior-ventral part of the cingulate gyrus (vPCC, isthmus of the cingulate gyrus) GCPV
11 Cuneus (O6) GC
12 Opercular part of the inferior frontal gyrus GFIOper
13 Orbital part of the inferior frontal gyrus GFIOrb
14 Triangular part of the inferior frontal gyrus GFIT
15 Middle frontal gyrus (F2) GFM
16 Superior frontal gyrus (F1) GFS
17 Long insular gyrus and central sulcus of the insula GILSCI
18 Short insular gyri GIS
19 Middle occipital gyrus (O2, lateral occipital gyrus) GOM
20 Superior occipital gyrus (O1) GOS
21 Lateral occipitotemporal gyrus (fusiform gyrus, O4-T4) GOTLF
22 Lingual gyrus, lingual part of the medial occipitotemporal gyrus (O5) GOTML
23 Parahippocampal gyrus, parahippocampal part of the medial occipitotemporal gyrus (T5) GOTMP
24 Orbital gyri GO
25 Angular gyrus GPIA
26 Supramarginal gyrus GPIS
27 Superior parietal lobule (lateral part of P1) GPS
28 Postcentral gyrus GPost
29 Precentral gyrus GPCen
30 Precuneus (medial part of P1) GPCun
31 Straight gyrus, gyrus rectus GR
32 Subcallosal area, subcallosal gyrus GS
33 Anterior transverse temporal gyrus (of Heschl) GTSGTT
34 Lateral aspect of the superior temporal gyrus GTSL
35 Planum polare of the superior temporal gyrus GTSPP
36 Planum temporale or temporal plane of the superior temporal gyrus GTSPT
37 Inferior temporal gyrus (T3) GTI
38 Middle temporal gyrus (T2) GTM
39 Horizontal ramus of the anterior segment of the lateral sulcus (or fissure) LFAH
40 Vertical ramus of the anterior segment of the lateral sulcus (or fissure) LFAV
41 Posterior ramus (or segment) of the lateral sulcus (or fissure) LFP
42 Occipital pole PO
43 Temporal pole PT
44 Calcarine sulcus SCal
45 Central sulcus (Rolando’s fissure) SCen
46 Marginal branch (or part) of the cingulate sulcus SCM
47 Anterior segment of the circular sulcus of the insula SCIA
48 Inferior segment of the circular sulcus of the insula SCII
49 Superior segment of the circular sulcus of the insula SCIS
50 Anterior transverse collateral sulcus SCTA
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Table 2: Continued.

Index Long name Abbreviations
51 Posterior transverse collateral sulcus SCTP
52 Inferior frontal sulcus SFI
53 Middle frontal sulcus SFM
54 Superior frontal sulcus SFS
55 Sulcus intermedius primus (of Jensen) SIPJ
56 Intraparietal sulcus (interparietal sulcus) and transverse parietal sulci SIPT
57 Middle occipital sulcus and lunatus sulcus SOML
58 Superior occipital sulcus and transverse occipital sulcus SOST
59 Anterior occipital sulcus and preoccipital notch (temporooccipital incisure) SOA
60 Lateral occipitotemporal sulcus SOTL
61 Medial occipitotemporal sulcus (collateral sulcus) and lingual sulcus SOTML
62 Lateral orbital sulcus SOL
63 Medial orbital sulcus (olfactory sulcus) SOMO
64 Orbital sulci (H-shaped sulci) SOHS
65 Parietooccipital sulcus (or fissure) SPO
66 Pericallosal sulcus (S of corpus callosum) SPer
67 Postcentral sulcus SPost
68 Inferior part of the precentral sulcus SPIP
69 Superior part of the precentral sulcus SPSP
70 Suborbital sulcus (sulcus rostrales, supraorbital sulcus) SSO
71 Subparietal sulcus SSP
72 Inferior temporal sulcus STI
73 Superior temporal sulcus (parallel sulcus) STS
74 Transverse temporal sulcus STT

4. Discussion

In this study, we explored the properties of large-scale
human brain cortical networks usingmultiplemorphological
features (including 3 volumetric measures, cortical thick-
ness, surface area, and gray matter volume, and 3 geo-
metric measures, sulcal depth, metric distortion, and mean
curvature) based on graph theory analysis in cognitively
normal older adults and amnestic mild cognitive impairment
(aMCI) patients. We found that all networks constructed by
these morphological features showed small-world properties
which implied high efficiency of information transformation
in human cognition. Properties in networks constructed
by cortical thickness and sulcal depth showed significant
differences between NC and aMCI patients. Besides, regions
showing significant differences mainly located in the medial
temporal lobe and supramarginal and right inferior parietal
lobe. Our results indicated that geometricmeasure (i.e., sulcal
depth) can be used to construct network to discriminate
individuals with aMCI from controls besides volumetric
measures and provided new insights into the study of the
pathophysiological mechanism of amnestic MCI.

Previous studies have demonstrated that the cortical
thickness and GM volume can be used as morphological
descriptors to study the complex cortical networks, and
networks based on the cortical thickness and GM volume
followed the small-world properties [10–12, 43, 44]. Similar

to previous studies, networks based on volumetric mea-
sures showed altered small-world properties (i.e., increased
clustering coefficient and path length) in aMCI patients
compared with NC subjects. Short path length and high
clustering coefficient in cortical network mean effective and
rapid transfers of information between and across remote
regions that are believed to constitute the basis of cognitive
processes. Large 𝜎 means an optimal balance between local
specialization and global integration. The cortical thickness
changes are related to myelination of gray matter or the
underlyingwhitematter, aswe knowdamage ofmyelin sheath
is often associated with decreased functional efficiency. Here,
we found longer path length and higher clustering coefficient
in aMCI that may indicate a disturbance of the normal
balance [45].

Consistent with the volumetric measures, all networks
based on geometric measures also followed the small-world
properties but less optimal small-worldness in aMCI net-
work, while properties in network constructed by sulcal
depth showedmuchmore significant differences betweenNC
and aMCI patients compared with properties in networks
based on other geometric measures through a range of
sparsity values. Previous studies have demonstrated that
geometric differences are predominantly linked with the
development of neuronal connections and cortical pattern of
connectivity [19, 46] and are thus amarker for cerebral devel-
opment or abnormal cortical connectivity due to disorders.
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Figure 3: Hubs regions in cortical networks. Global hub regions derived from normalized nodal betweenness centrality in NC and aMCI.
The blue spheres indicate the global hubs whose betweenness is more than twice the average betweenness of the network. (a) Global hubs in
cortical thickness networks. (b) Global hubs in gray matter volume networks. (c) Global hubs in sulcal depth networks. Thickness, cortical
thickness. Volume, gray matter volume. NC, normal controls. For the abbreviations of regions, see Table 2.
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groups. The green spheres indicate significant decreases in between-group nodal centrality. The red spheres indicate significant increases in
between-group nodal centrality. (a) Abnormal changes in cortical thickness networks. (b) Abnormal changes in graymatter volume networks.
(c) Abnormal changes in sulcal depth networks. Thickness, cortical thickness. Volume, gray matter volume. NC, normal controls. For the
abbreviations of regions, see Table 2.

Here networks constructed by sulcal depth in aMCI with
less optimal small-worldness implied abnormal structural
connections between specific regions in aMCI patients.

Previous studies indicated that hubs were mainly in
regions of the parietal, temporal, and frontal heteromodal
association cortex (SPL, SMG, MTG, STG, IFG, and SFG)
and highly connected primary motor cortex (PrCG) [45].
Hubs in this study were predominately in frontal, temporal,
parietal, and insula association cortex in NC of networks
based on volumetric measures. Many previous studies ignore
the insula when constructing cortical network because the
insula is covered by other lobes. Compared with NC, there
were more hubs in aMCI involved intemporal lobe, superior

parietal lobule, cingulate cortex, precentral sulcus, callosum,
and insula. In networks based on sulcal depth, hub regions in
NC were compatible with previous studies of functional and
structural cortical network [47]. These hub regions, which
are considered to be the substrates of human cognition and
consciousness, are in the association cortex that receives
convergent inputs from multiple other cortical regions [12].
And in networks based on sulcal depth, hub regions in aMCI
had more hubs compared with NC, which was similar to
regions in networks based on volumetric measures.

Evidences from previous studies have shown the shrunk
brain regions in aMCI patients located in parahippocampal
gyrus, medial temporal lobe, entorhinal cortex, cingulum,
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Figure 5: Continued.
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Figure 5: Between-group differences in clustering coefficient (𝐶
𝑝
) and characteristic path length (𝐿

𝑝
) of different morphological features

based networks. The graph shows the differences in 𝐶
𝑝
and 𝐿

𝑝
between NC and aMCI as a function of sparsity of geometric measures

networks. The blue lines represent the mean values (open circles) and 95% confidence intervals of the between-group differences obtained
from 1000 permutation tests at each sparsity value. The arrows indicate significant (𝑝 < 0.05) difference in 𝐶

𝑝
or 𝐿
𝑝
between the two groups.

(a) Between-group differences in 𝐶
𝑝
and 𝐿

𝑝
as a function of sparsity of cortical thickness networks. (b) Between-group differences in 𝐶

𝑝

and 𝐿
𝑝
as a function of sparsity of gray matter volume networks. (c) Between-group differences in 𝐶

𝑝
and 𝐿

𝑝
as a function of sparsity of

surface area networks. (d) Between-group differences in 𝐶
𝑝
and 𝐿

𝑝
as a function of sparsity of mean curvature networks. (e) Between-group

differences in 𝐶
𝑝
and 𝐿

𝑝
as a function of sparsity of metric distortion (Jacobian) networks. (f) Between-group differences in 𝐶

𝑝
and 𝐿

𝑝
as

a function of sparsity of sulcal depth networks. Thickness, cortical thickness. Volume, gray matter volume. Area, surface area. Curv, mean
curvature. Sulc, sulcal depth. NC, normal controls.

insula, and thalamus [48, 49]. Our results were partially
consistent with previous studies. Abnormal changes in the
temporal, occipital gyrus and cingulated sulcus in aMCI
group have been reported as being related to memory per-
formance.What is more, significantly higher nodal centrality
in aMCI was considered as increased functional connectivity
occurred in various brain regions [50]. This may serve as a
compensatorymechanism that enables patients with aMCI to
use other additional resources to maintain normal cognitive
performance [51, 52]. The abnormal characteristics of the
cortical networks observed in aMCI may reflect anatomical
structural abnormalities. Our findings may contribute to an
understanding of the cerebral organization in aMCI.

Some limitations should be addressed in the future.
Firstly, several studies have demonstrated that network res-
olution has an effect on topological properties of human
neocortex by using volumetric measures as descriptors of
anatomical connectivity [10, 53, 54]. In our network anal-
ysis, we only used 148 nodes to construct the network. In
the future, it is interesting to investigate the relationship
between network resolution and topological properties of
human neocortex by using geometric measures. Secondly,
topological properties of a given network may be influenced
by intrinsic features of that network, such as the number of
nodes, number of connections, and degree distribution. To
counteract these effects, we used random networks with the
same number of nodes and edges as surrogates to normalize
the corresponding graph measures. Without any correction,
the small-world index cannot be used to compare the small-
worldness of different empirical networks. However, random
surrogates may increase the sensitivity to differences in
nodes number and degrees for the commonly used small-
world index [55]. The minimum spanning tree (MST) [56],

amathematically defined and unbiased subnetwork, provides
similar information about network topology as conventional
graph measures. It is noted that the MST discards all loop
connections that the clustering coefficient and path length in
the small-world index are highly correlated. Several network
characteristics such as modularity, hierarchy, and rich club
cannot be interpreted with the MST. There is still no optimal
method to normalize network measures. Thirdly, differ-
ent thresholding may lead to different network topological
organizations [47]. Notably, connectivity values often vary
depending on subjects and conditions, which can result in
differences in average degree when using the same threshold
for all networks. In the future, it is important to study the
optimal thresholding methods in constructing networks.

5. Conclusions

This work demonstrated that besides cortical thickness and
gray matter volume, sulcal depth can also be used to study
the topological properties of cortical networks. We found
that networks based on both the volumetric measures and
geometric measures showed small-world properties and
properties in these networkswere different from aMCI toNC.
Notably, properties in cortical network constructed by sulcal
depth showed significant differences between the two groups.
Our results indicate that geometric measure (sulcal depth)
can be used to construct network to discriminate individuals
with aMCI from controls.
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The hippocampus plays an important role in memory function relying on information
interaction between distributed brain areas. The hippocampus can be divided into the
anterior and posterior sections with different structure and function along its long axis.
The aim of this study is to investigate the effects of normal aging on the structural
covariance of the anterior hippocampus (aHPC) and the posterior hippocampus (pHPC).
In this study, 240 healthy subjects aged 18–89 years were selected and subdivided
into young (18–23 years), middle-aged (30–58 years), and older (61–89 years) groups.
The aHPC and pHPC was divided based on the location of uncal apex in the MNI
space. Then, the structural covariance networks were constructed by examining their
covariance in gray matter volumes with other brain regions. Finally, the influence of age
on the structural covariance of these hippocampal sections was explored. We found
that the aHPC and pHPC had different structural covariance patterns, but both of them
were associated with the medial temporal lobe and insula. Moreover, both increased and
decreased covariances were found with the aHPC but only increased covariance was
found with the pHPC with age (p < 0.05, family-wise error corrected). These decreased
connections occurred within the default mode network, while the increased connectivity
mainly occurred in other memory systems that differ from the hippocampus. This study
reveals different age-related influence on the structural networks of the aHPC and pHPC,
providing an essential insight into the mechanisms of the hippocampus in normal aging.
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INTRODUCTION

With the population aging, understanding normal brain changes are as important as understanding
demented diseases. Memory decline is a typical characteristic of normal aging. The hippocampus
is considered critical in human memory and spatial navigation (Scoville and Milner, 1957; Buzsáki
and Moser, 2013). Evidence suggests that hippocampal volume changes throughout the lifespan,
which stays relatively stable until the age of 60 shows a sharp decline (Raz et al., 2010; Schuff et al.,
2012; Fjell et al., 2013). Functional imaging studies have revealed and hypometabolism (de Leon
et al., 2001; Wu et al., 2008) of the hippocampus in aging. Moreover, a reduced fractal dimension
of hippocampal dynamics with age was reported (Goldberger et al., 2002; Wink et al., 2006).
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The hippocampus differs in structure and function along
its longitudinal axis (Poppenk et al., 2013). The anterior
hippocampus (aHPC) and posterior hippocampus (pHPC) vary
in pyramidal cell density (Babb et al., 1984; King et al., 2008) and
have different developmental trajectories (DeMaster et al., 2014).
Compared with young adults, both the aHPC and the pHPC
showed volumetric atrophy in old adults (Pruessner et al., 2001;
Chen et al., 2010; Rajah et al., 2010), and their rates of atrophy
were different (Malykhin et al., 2008; Chen et al., 2010). Besides,
an fMRI study reported the functional connectivity of the aHPC
and pHPC were differentially affected in aging (Damoiseaux et al.,
2016).

For structural connectivity, the structural covariance network
(SCN) approach provides an effective way to characterize inter-
regional structural covariance pattern of gray matter (GM)
morphological properties (Mechelli et al., 2005; Modinos et al.,
2009; Seeley et al., 2009; Zielinski et al., 2010; Montembeault
et al., 2012; Li et al., 2013; DuPre and Spreng, 2017). The
GM morphological covariance may result from direct white
matter connection or neuronal co-activation (Alexander-Bloch
et al., 2013). Studies have revealed a consistency among SCNs,
anatomical connectivity networks, and functional connectivity
networks, which provides strong support for using SCN mapping
approach to assess network integrity. Age-related alteration of
structural covariance in sensorimotor and cognitive networks has
been found (Montembeault et al., 2012; Li et al., 2013). However,
the effects of aging on the structural covariance of the aHPC
and pHPC remain to be studied, which may provide insights
into the hippocampal-related mechanism of aging and demented
diseases.

In this study, we utilized a seed-based SCN approach to
investigate the anterior and posterior hippocampal structural
networks in 240 healthy subjects that were subdivided into young,
middle-aged, and elderly groups. We first defined aHPC and
pHPC based on the location of uncal apex in the MNI space.
Then, we identified the SCNs seeding from aHPC and pHPC
and compared the structural covariance differences between age
groups. We expected the SCNs of the aHPC and pHPC have
different patterns and were differently affected by age.

MATERIALS AND METHODS

Participants
The MRI data were obtained from the publicly available Open
Access Series of Imaging Studies (OASIS) database (Marcus et al.,
2007). The OASIS database consists of 416 subjects aged 18–96,
including 100 mild dementia and 316 healthy subjects. Based
on the age distribution of the OASIS database, we selected 240
participants from the healthy subcohort and grouped them into
young (18–23 years), middle-aged (30–58 years), and elderly (61–
89 years) groups, with 80 participants in each group (see Table 1).
All the subjects are right-handed and cognitively normal, with
the Mini-Mental State Examination scores (Folstein et al., 1975)
above 29 and the Clinical Dementia Rating scores (Folstein et al.,
1975) equal zero. The same group of subjects was used in our
previous study (Li et al., 2013).

Data Acquisition
All MRI scans were performed on 1.5 Tesla Siemens scanners. For
each individual, three to four T1-weighted images were acquired
using a magnetization-prepared rapid gradient echo (MPRAGE)
sequence with the following parameters: repetition time = 9.7 ms;
echo time = 4 ms; inversion time = 20 ms; delay time = 200 ms;
flip angle = 10◦; matrix = 256 × 256; field of view = 256 mm;
slices = 128; slice thickness = 1.25 mm. After motion corrected,
the images of each subject were averaged to improve the contrast-
to-noise ratio.

Image Preprocessing
We used the VBM8 toolbox1 runs within SPM8 to implement
voxel-based morphometry analysis (Ashburner and Friston,
2000) of the structural images. The acquired anatomical images
were tissue classified into GM, white matter and cerebrospinal
fluid images using tissue priors. Then, the segmented images
were bias corrected and registered to a standard space using
an affine transformation and a high-dimensional non-linear
registration approach (Ashburner and Friston, 2005). Next,
modulation of the segmented images was performed to correct
for different individual brain size by using the non-linear
registration parameters. Finally, the modulated GM segments
were smoothed using an isotropic 12 mm full-width at half
maximum Gaussian kernel for the structural covariance analysis.

Definition of the Hippocampal Seeds
Following previous studies (Poppenk et al., 2013; Persson
et al., 2014), we adopted a MNI-coordinate-based segmentation
method to partition the hippocampus. The hippocampus was
identified using the Harvard-Oxford subcortical structural atlas
(Desikan et al., 2006) from the FSL Software Library (Smith et al.,
2004). Next, the left and right hippocampi were divided into the
anterior and posterior sections separately based on the location of
uncal apex in the MNI space (i.e., Y = −21 mm) (Poppenk et al.,
2013). To avoid contamination effects between the aHPC and the
pHPC, we removed a 2-mm coronal slice from each of the two
adjacent ends (see Figure 1). For each subject, we measured the
mean volumes of the hippocampal subfields from the modulated
GM images using the MarsBar ROI toolbox2. Then a quadratic
regression model was used to investigate age effects on the mean
volumes of the anterior and posterior hippocampal segments. We
also assessed the age-related hippocampal volumetric dispersion.
To do so, for age = t, we calculated the variance of hippocampal
volumes of subjects with age ∈ [t−2, t+2] and examined its
quadratic relationship with age.

1http://www.neuro.uni-jena.de/vbm/
2http://marsbar.sourceforge.net/

TABLE 1 | Participant characteristics by age group.

Group Sample size (Females) Age in years (mean ± SD)

Young 80 (50) 18–23 (20.66 ± 1.47)

Middle-aged 80 (50) 30–58 (47.43 ± 8.23)

Old 80 (55) 61–89 (73.75 ± 7.12)
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FIGURE 1 | Illustration of the anterior and posterior hippocampal seeds.
aHPC, anterior hippocampus; pHPC, posterior hippocampus.

Structural Covariance Analysis
Four separate regression analyses were executed on the
modulated GM images data to map SCNs of the bilateral aHPC
and pHPC in the young group. The model fitted the target voxel
GM volume Y as:

Y ∼ β0 + β1(Seed)+ β2(Gender)

where β0 is the intercept term, β1 model the relationship
between the target voxel volume and the seed volume,
and the Gender term was included as a nuisance variable.
Total intracranial volume was not included because the
modulation step already considered the brain size differences.
These statistical analyses enable us to determine voxels
that expressed a significant positive correlation with each
seed. The criterion for significance was set at height and
extent thresholds of p < 0.05, family-wise error (FWE)
corrected for multiple comparisons. The resulting correlation
maps were displayed on a standard brain template using
the BrainNet Viewer (Xia et al., 2013) to allow qualitative
comparisons the structural covariance patterns of hippocampal
seeds.

We further assessed the influence of age on the regional
structural covariance between the hippocampus and the rest
brain regions by using a classic linear interaction model (Lerch
et al., 2006). For any two age groups, the target voxel volume Y
was modeled as follows:

Y ∼ β0 + β1 (Seed) + β2 (Group) + β3 (Gender)+

β4 (Group × Seed)

where β0 is the intercept term, β1 ∼ β4 models the relationship
between the target voxel volume and the seed volume, group
term, gender term, and interaction term (group by seed),
respectively. To obtain between-group differences, specific t
contrasts were established to test the statistical significance
of the interaction term. Clusters with height and extent
thresholds set at p < 0.05 (FWE corrected) were considered
significant.

RESULTS

Hippocampal Volume Analyses
Results for the regression analysis of anterior and posterior
hippocampal mean GM volumes versus age are presented in
Figure 2. Similar nonlinear relationship between the bilateral
hippocampal volumes and age were found: the volumes slightly
increased before the age of 50 and then decreased sharply (left
aHPC: R2 = 0.187, p < 0.001; right aHPC: R2 = 0.136, p < 0.001;
left pHPC: R2 = 0.089, p < 0.001; right pHPC: R2 = 0.106,
p< 0.001). Moreover, the results suggested that the mean volume
of the aHPC was larger than the pHPC, and the left hippocampal
volume was slightly greater than the right side. In addition, we
found the variance of the bilateral anterior hippocampal volumes
has an age-related U-shaped relationship (left aHPC: R2 = 0.489,
p < 0.001; right aHPC: R2 = 0.666, p < 0.001). Specifically, the
anterior hippocampal volumes of the young and old subjects were
more dispersed than the middle age. However, the variance of
the posterior hippocampal volumes did not significantly relate to
age (left pHPC: R2 = 0.015, p = 0.646; right pHPC: R2 = 0.051,
p = 0.215).

Structural Covariance Networks of the
Anterior and Posterior Hippocampus
The SCNs seeding from the aHPC and pHPC in the young
participants are presented in Figure 3 (p < 0.05, FWE corrected).
The aHPC correlated with the bilateral temporal lobe (including
the superior, middle and inferior temporal, parahippocampal
gryi, entorhinal cortex, fusiform and temporal pole), amygdalae,
insula and posterior cingulate gyrus, orbitofrontal cortex, as
well as left superior frontal gyrus. For the pHPC, its covariance
maps involved the bilateral medial temporal regions (including
the parahippocampal gyrus, entorhinal cortex and fusiform),
amygdalae and insula. Noted that the regions correlated with
both the aHPC and pHPC were mainly located in the medial
temporal lobe and insula.

Age-Related Differences Within the
Anterior Hippocampal Network
Within the anterior hippocampal network, significant between-
group differences were only observed between the young group
and the old group (p < 0.05, FWE corrected, Figure 4 and
Table 2). Specifically, the left and right aHPC showed decreased
positive correlation with the ipsilateral parahippocampus and
increased positive correlation with the ipsilateral amygdala in the
old group relative to the young group. Moreover, compared to the
young group, the left aHPC exhibited lower structural covariance
with the left precuneus and greater structural covariance with the
right putamen in the old group.

Age-Related Differences Within the
Posterior Hippocampal Network
Within the posterior hippocampal network, only increased
structural associations were found in the old group relative
to younger adults (mainly the young group, p < 0.05, FWE
corrected, see Figure 5 and Table 2). For the left pHPC, the
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FIGURE 2 | Life-span trajectories of the anterior and posterior hippocampal mean gray matter volumes. The lower row shows the relationship between age and the
variance of hippocampal volumes in a small age range. aHPC, anterior hippocampus; pHPC, posterior hippocampus; L, left, R, right.

FIGURE 3 | Structural covariance networks of the anterior and posterior hippocampus in the Young group. Regions with PFWE < 0.05 are presented as correlation
coefficient values. aHPC, anterior hippocampus; pHPC, posterior hippocampus; L, left; R, right.

old group exhibited significantly increased connectivity with the
right caudate related to the young group. For the right pHPC,
its connection with bilateral putamen was negative in the young
group but was positive in the old group. Similarly, the right pHPC
and temporal pole was negatively related in the middle-aged
group but positively related in the old group.

DISCUSSION

Here, we studied the age-related structural covariance alterations
of the aHPC and pHPC using a seed-based SCN approach.
We found that the SCNs seeding from the aHPC and pHPC
in the young adults were different from each other, but
both of them related with the medial temporal lobe and
insula. In addition, the structural covariance differences within
the anterior hippocampal network were mainly between the
young group and the old group with both decreased and
increased positive structural associations. While compared to

the younger adults, only increased structural associations were
found in the old group within the posterior hippocampal
network.

We observed that the volumes of aHPC/pHPC slightly
increased from young to middle age, and then decreased sharply
with age. In line with this finding, several morphometric studies
reported an inverted U pattern of the hippocampal volume
changes with age (Walhovd et al., 2005; Li et al., 2014). As the
hippocampus is important in memory processing, this pattern
may partially explain the similar age-related memory change
trajectory (Nyberg et al., 2012). Interestingly, we found that the
anterior hippocampal volumes of the young and old subjects are
more dispersed than the middle age, may pointing to stronger
heterogeneity memory ability in young and old subjects. Whether
this age-related dispersion due to the sample selection or other
reasons requires further analysis.

Structural covariance analyses suggested that the aHPC
connected with temporal lobe, amygdala, insula, and
orbitofrontal cortex (p < 0.05, FWE corrected), which agree with

Frontiers in Physiology | www.frontiersin.org 4 May 2018 | Volume 9 | Article 518

https://www.frontiersin.org/journals/Physiology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/Physiology#articles


fphys-09-00518 May 7, 2018 Time: 23:6 # 5

Li et al. Age-Related Changes in Hippocampal SCNs

FIGURE 4 | Age-related group differences in structural covariance of the anterior hippocampus. Correlations between the mean volume of the anterior hippocampus
and the regional gray matter volumes extracted from a 4-mm-radius sphere centered on the peak voxel of a significant cluster (PFWE < 0.05, shown on the right) are
displayed. Y, young group; O, old group; L, left; R, right.

TABLE 2 | Significant between-group differences in structural association between hippocampal seeds and other anatomical regions.

Seed Contrast Anatomical region MNI coordinates Cluster size MaxT

X Y Z

L aHPC Y > O L Parahippocampus −27 −16 −21 126 7.08

L Precuneus −18 −52 31 18 4.83

Y < O L Amygdala −21 −7 −15 1314 5.96

R Putamen 18 3 −11 1096 5.64

R aHPC Y > O R Parahippocampus 27 −15 −21 36 5.93

Y < O R Amygdala 16 −1 −14 1871 6.29

L pHPC Y < O R Caudate 12 10 −6 5 4.51

R pHPC M < O R Temporal pole 62 0 −17 29 4.70

Y < O R Putamen 14 8 −6 1655 5.42

L Putamen −22 3 −3 1084 5.04

P < 0.05, FWE corrected. Abbreviations: L, left; R, right; aHPC, anterior hippocampus; pHPC, posterior hippocampus; Y, young group; M, middle-aged group; O, old
group.

previous studies (Kier et al., 2004; Smith et al., 2009; Catenoix
et al., 2011). And the pHPC was covariant with medial temporal
amygdala, and insula (p < 0.05, FWE corrected) showing
consistent connections with previous studies by using fMRI and
tractography (Kahn et al., 2008; Poppenk and Moscovitch, 2011;
Poppenk et al., 2013). The common related regions with both
aHPC and pHPC were mainly located in the medial temporal
lobe where the hippocampus located.

Age-related decrements in structural covariance were
observed in the aHPC-related SCNs (p < 0.05, FWE corrected).
In particular, the parahippocampal gyrus and precuneus showed
reduced association with the aHPC seed in old adults relative
to young adults. The parahippocampal gyrus is considered
as a mediator between the cortical DMN subsystem and the

hippocampus (Ward et al., 2014), and the integrity of the
cortico-parahippocampus-hippocampus circuit is important
for learning and episodic memory (Witter et al., 2000; Van
Strien et al., 2009). Therefore, the weakened parahippocampus-
hippocampus connection may lead to memory deficits in normal
elderly, and result in decreased structural covariance between the
hippocampus and cortical regions, such as the precuneus found
in this study. Besides, the decreased connectivity between the
precuneus and hippocampus might result from very early beta-
amyloid deposition of the precuneus in elderly subjects (Sheline
et al., 2010). The abnormal synaptic activity caused by amyloid
deposition might disrupt cortico-hippocampal connectivity,
which then results in hippocampal atrophy (Mormino et al.,
2009).
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FIGURE 5 | Age-related group differences in structural covariance of the posterior hippocampus. Correlations between the mean volume of the posterior
hippocampus and the regional gray matter volumes extracted from a 4-mm-radius sphere centered on the peak voxel of a significant cluster (PFWE < 0.05, shown
on the right) are displayed. aHPC, anterior hippocampus; pHPC, posterior hippocampus; Y, young group; M, middle-aged group; O, old group; L, left; R, right.

Note that the parahippocampal gyrus, precuneus, and
hippocampus are all components of DMN (Andrews-Hanna
et al., 2014). Thus, our findings may indicate that aging is
associated with decreased structural covariance within the DMN,
which is in keeping with observations from previous SCN
studies (Montembeault et al., 2012; Li et al., 2013; Spreng
and Turner, 2013). A previous study reported decreased fractal
complexity in DMN with age using multifractal analysis of fMRI
series (Ni et al., 2014). Moreover, aging-related decrements in
functional connectivity (Damoiseaux et al., 2008; Tomasi and
Volkow, 2012) and white matter integrity (Damoiseaux et al.,
2009; Brown et al., 2015) of DMN were also reported. Since
DMN is known to play a role in episodic memory processing
(Greicius et al., 2004, 2009), its decreased integrity could
underlie memory impairment in senior populations (Salami et al.,
2014).

Additionally, our data suggest that the influence of age
on the structural connectivity between the hippocampus and
cortical DMN nodes may be limited to the anterior portion
of the hippocampus. Similarly, Salami et al. (2014) revealed
reduced functional connectivity between the cortical DMN
subsystems and more anteriorly located hippocampus with
advancing age. Several fMRI studies have demonstrated the
aHPC as part of DMN was engaged in episodic memory
(autobiographical memory) processing (Zeidman and Maguire,
2016). However, some studies found no age-related differences

for the connectivity between the aHPC and DMN regions (Koch
et al., 2010; Damoiseaux et al., 2016), while others reported lower
connectivity between the pHPC and DMN regions in older adults
(Andrews-Hanna et al., 2007; Damoiseaux et al., 2016). These
discrepancies may be due to methodological differences, notably
in the type of measurements and sample characteristics, which
should be further investigated.

Moreover, age-related increments in structural covariance
were observed in both the aHPC- and pHPC-related SCNs
(p < 0.05, FWE corrected). Particularly, compared to young
adults, the putamen and amygdala showed increased associations
within the aHPC-related SCNs in old adults. Within the
pHPC-related SCNs, the putamen, caudate, and temporal pole
showed increased associations in old adults relative to younger
adults. The putamen and caudate form the dorsal striatum.
In fact, the hippocampus, dorsal striatum, and amygdala
belong to different memory systems and play different roles
in information acquisition (McDonald and White, 1993). The
dorsal striatum and hippocampus cooperate to support episodic
memory function (Sadeh et al., 2011), while the amygdala plays
a role in regulating these two memory systems (Packard and
Teather, 1998). We speculated that the age-related increment in
hippocampal structural covariance may reflect the compensatory
mechanism or dedifferentiation effects of the brain memory
systems during aging (Dennis and Cabeza, 2011; Oedekoven
et al., 2015).
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The greater structural covariance between the hippocampus
and dorsal striatum (caudate-putamen) in older adults may
also be related to non-optimal dopamine processing. The CA1
area of the hippocampus receives dopaminergic modulation
from the ventral tegmental area, which plays a vital role
in synaptic plasticity of the hippocampus (Lisman and
Grace, 2005). But the ventral tegmental area suffers from
dopamine neurons loss (Siddiqi et al., 1999) and reduced
dopamine transporter function (Salvatore et al., 2003) with
age. However, the dorsal striatum, another area in the
dopamine system, increases its dopamine synthesis capacity in
aging (Braskie et al., 2008). Thus, the increased connections
between the hippocampus and dorsal striatum during aging
suggest compensation for deficits in the ventral tegmental
area, which may represent non-optimal dopamine system
functioning.

The SCN method used in this study provides an effective
way to construct brain networks from medical images, which
complements the signal analysis methods (Liu et al., 2015).
However, since aging is not only characterized by brain deficits
but also decline in multiple organ functions, it is interesting to
utilize the integrative approaches within the new filed of network
physiology to study the effects of aging on brain–brain or brain–
organ networks in future (Bashan et al., 2012; Bartsch et al.,
2015; Ivanov et al., 2016). In addition, it is worth noting that
brain networks have a fractal property of hierarchical modularity,
which confers robustness of network function (Bullmore and
Sporns, 2012). Future studies using fractal analysis approaches
(Meunier et al., 2010; Xue and Bogdan, 2017) to study the

complexity and heterogeneity of hippocampal networks could
advance our understanding of the brain in normal aging.
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